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ABSTRACT 

 
This chapter presents an automated method to identify colonic polyps and suppress false positives for 

Computer-Aided Detection (CAD) in CT Colonography (CTC).  The method formulates the problem of 

polyp detection as a probability calculation through a unified Bayesian statistical approach. The polyp 

likelihood is modeled with a combination of shape, intensity and location features, while also taking into 

account the spatial prior probability encoded by a Markov Random Field. A second principal curvature 

PDE provides a shape model; and partial volume effect is incorporated in the intensity model. When 

evaluated on a large multi-center dataset of colonic CT scans, the CAD detection performance as well as 

the volume overlap ratio demonstrate the potential of the proposed method.  The method results in an 

average 24% reduction of false positives with no impact on sensitivity.  The method is also applicable to 

generation of initial candidates for CTC CAD with high detection sensitivity and relatively lower false 

positives, compared to other non-Bayesian methods.  

 

Keyword:  Bayesian statistics; Computer-Aided Detection; Colonic polyp detection; False 

positive reduction; Markov random field; Principal curvature; PDEs.   
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1 INTRODUCTION 

 
Colorectal cancer (CRC) is the second leading cause of cancer related death in western countries. Early 

detection and removal of polyps has been associated with reduction in the incidence of colorectal cancer 

(Winawer et al., 2003). As a new minimally-invasive screening technique, computed tomography (CT) 

colonoscopy (CTC), also more popularly known as virtual colonoscopy (VC), uses CT imaging and 

dedicated interactive three-dimensional (3D) and two-dimensional (2D) imaging software to evaluate the 

colon.  CTC has shown several advantages over the traditional optical colonoscopy (OC) for screening 

(Pickhardt et al., 2003). Clinical studies suggest CTC can provide similar detection performance as 

colonoscopy but has a reduced risk of complication (Kim et al., 2007). The CT scan is performed in 

supine and prone positions during a breath-hold acquisition. No sedation or analgesics are required.   

      Although CTC has been demonstrated to be an effective alternative colorectal screening approach 

(Johnson et al., 2008) , the manual interpretation of the CT data sets is very time-consuming due to the 

large quantity of data generated (typically 800-2000 images per patient) and some key factors (such as 

reader experience and specific skills) can affect the quality of CTC interpretation. Computer-aided 

detection (CAD) for CTC has been developed for the automated detection of polyps in order to overcome 

the difficulties of manual CTC interpretation. CAD offers the radiologist a second opinion, and has been 

shown to reduce the variability of the procedure. The clinical impact of CAD is being investigated. CTC 

CAD has been suggested as an effective second reader and may enhance the efficacy of CTC 

examinations through increased sensitivity of CTC examinations (Lawrence et al., 2010).   

 

1.1 Background 

 
As a promising technology for CTC screening, colon CAD has received considerable research interest. 

Early effort of CTC CAD started with the work of Vining et al. (1999), who identified polyps based on 

colonic wall thickness. Since then, several polyp detection methods were developed. To date, typical 
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approaches to CTC CAD can be classified as shape-based. Most sessile and pedunculated polyps protrude 

from the colon lumen and can be identified by their shape, which is part or totally spherical. Shape-based 

methods often rely on shape features derived from either first order differential geometric quantities, such 

as gradient concentration (GC) (Yoshida et al., 2001), surface normal overlap (SNO) (Paik et al., 2004), 

etc; or from second order quantities computed using Hessian matrices (Koenderink et al., 1992; Yoshida 

et al., 2001; Summers et al., 2005), such as principal, mean, or Gaussian curvatures, etc. Yoshida and 

Nappi (2001; 2002) compute shape index and curvedness from principal curvatures to find initial 

candidates, which are then clustered and classified using quadratic discriminant analysis. They also add 

gradient concentration (GC) and directional gradient concentration (DGC) features in the CAD in order to 

improve performance. GC and DGC calculate the confluence of gradient vectors toward a common point, 

while Paik et al. (2004) apply surface normal overlap method which is similar to the gradient orientation 

calculation but with statistic shape formulation. The work of Summers et al. (2005) utilizes mean 

curvature computed at voxels on the mucosal surface, which are then clustered and classified using 

quadratic discriminant analysis, whereas Kim et al. (2007)  rely on eigenvalues of the Hessian matrix.  

Instead of computing curvature information on the voxel grid, Sundaram et al. (2008) apply a geometry 

processing approach directly on a mesh-based representation of the colon. Van Ravesteijn et al. (2010) 

use the second principal curvature in a differential equation that is solved explicitly on a mesh or 

implicitly on the image grid to identify polyp candidates. Jerebko et al. (2006) extended the work of 

Bogoni et al. (2005) by analyzing the symmetry of curvature patterns of raised objects in the colonic 

lumen.    

      Shape based methods have made steady progress in achieving high detection sensitivity and relatively 

low false positive regions (FPs). This is because the shape features take advantage of the fact that polyps 

tend to have rounded shapes or contain at least local spherical elements; while colonic folds are elongated 

shapes. However, in practice, polyps are often abnormal growths that exhibit varying morphology, and 

shape-based methods may fail to detect polyps with sufficient reliability. Therefore, further improvement 
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is needed to provide a more accurate and reliable detection of polyps. In addition to shape-based features, 

other features such as those based on appearance or location can also be used to improve detection 

performance. Appearance based features commonly employed in CTC CAD algorithms include image 

intensity, statistical measures of intensity histograms, and/or texture features.  These features  

take advantage of the fact that polyps typically exhibit a slightly elevated intensity and inhomogeneous 

texture relative to surrounding mucosal tissue. In this chapter, we use the image intensity as an 

appearance feature. Distance features can be used to model the likelihood of polyps appearing in different 

locations in the human anatomy. 

      The goal of this chapter is to combine shape features with appearance and location features to produce 

a robust detector in a unified Bayesian framework. The advantages of a Bayesian technique are as 

follows. First, a Bayesian statistical technique is ideally suited to modeling the large uncertainty inherent 

to detection problems in medical imaging. Second, there often is useful medical knowledge (such as 

lesion density, size, shape, location, etc.) that can be utilized to constrain the solution of detection 

problems. This prior medical knowledge can be easily encoded into a Bayesian model through the prior 

probabilities. Finally, a Bayesian technique provides a unified framework to incorporate various features 

F into one statistical model.  

     A complete CTC CAD system consists of the following four steps: colon segmentation; initial 

candidate generation; feature calculation and classification / candidate filtering. Bayesian models have 

appeared in various CAD approaches (Zrimec et al., 2007; Raykar et al., 2008). However, they are 

typically incorporated at the last stage of CAD, i.e., the classifier stage, and applied to candidate regions 

generated using other detection methods mentioned earlier. For each candidate region, global features are 

calculated within the region and then formulated into Bayesian classifier to determine the probability of 

the region being a polyp region. These methods rely on proper region segmentation for accurate feature 

calculation. In contrast to such work, Mendonca et al. (2007) form a probability distribution function for 

each voxel in the CT image, initially for pulmonary nodule detection, and then extend the work to colonic 

structures (2008). Simple analytical models are sampled using an appropriate sampling procedure and the 
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sample points are then mapped on the model to curvature values using either classical differential 

geometry or the geometry of Gaussian random fields. The method assigns each voxel with a probability 

value being polyp. This voxel labeling method bypasses the segmentation step by incorporating 

information from neighboring voxels in a predefined way and calculating voxel probability only at a local 

feature level. 

 

1.2 Our contribution 

 
In this chapter, we present a unified Bayesian framework incorporating shape, appearance, and location 

features for estimating the probability that a voxel is contained within a polyp. Compared to the work in 

Mendonca et al. (2007, 2008), there are two main differences. First, Mendonca et al. apply simplified 

geometric models (ellipsoidal polyps, spherical colon wall, etc.) for modeling shape features. Such 

models have limited capability to represent the complexity of actual polyps found in human anatomy. In 

contrast, our approach relies on more expressive shape model that has been shown to model the variation 

in polyp shapes seen in practice. Second, Mendonca et al.’s  method precludes a specific training step and 

only medical knowledge is used in modelling the prior probability. However, our framework includes 

prior medical knowledge through explicit learning based on labeled examples, as well as modeling local 

interactions between voxels through a Markov Random Field. Essentially, our method endows each voxel 

with a ―polypness‖ value, indicating its probability of being located within a polyp. To our knowledge, 

this is the first time such a learning-based Bayesian approach for modeling the likelihood of polyp voxels 

has been proposed in a CTC CAD system. The method is utilized in one of two ways: 

1) Initial detection of potential polyp candidates, i.e., candidate generation. 

2) Removal of unlikely polyp candidates, i.e., candidate filtering. 

       Compared to our previous work (Ye et al., 2010), there are two main contributions. First, in our 

earlier work, a uniform prior is used in the Bayesian probability calculation; while in this chapter, we 

have modeled the Bayesian prior probability by considering local interactions between voxels through a 
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Markov Random Field (MRF). Our experimental results on candidate filtering show that by considering 

MRF in the prior probability, the proposed method can achieve an average 24% reduction of FPs with no 

impact on sensitivity,  which improves the FP reduction by an average of 8%, compared to that using a 

uniform prior.  Secondly, in this chapter, we have also investigated the method on the candidate 

generation of the CAD system for both the detection performance and the volume overlap ratio. Two 

intensity models are used based on different applications of the candidate generation and candidate 

filtering. The experimental results on a large multi-center clinical dataset of colonic CT scans demonstrate 

the excellent detection performance with high sensitivity and fewer FP regions, even for polyps on 

colonic folds. 

 

2. METHOD 

 
We are given a set of voxels X={xi, i=1,…,N} in a 3D image, a set of features F={Fj, j=1,…,M}  

associated with each voxel xi, and a set of labels  Kll ...1 . Here, we use K=2, where, l1 is a non-polyp 

label; while l2 is a polyp label. This section focuses on assigning one of the labels to an individual image 

voxel based on a probability calculation using a combination of features through a unified Bayesian 

framework. Three features are considered: the intensity I, shape S and location L; namely, F1=I, F2=S, 

F3=L. Although we focus on these three features, the framework is extensible to other features as well. In 

general, the features for the Bayesian probability can be any 2D or 3D feature for lesion detection. 

      Let R={R1,…, RN } be a family of random variables in which Ri takes a value ir , i.e., ri is the label 

for voxel xi. The symbol P(X|F) denotes the conditional probability of the random variable Ri that takes 

value of ri= l2  at xi in the probability space,  namely P(X|F)= P(ri=l2|F). Based on Bayes’ law, we have:  

 
   

 FP

XPXFP
FXP


                                                        (1) 

where, the posterior, likelihood, and prior terms are P(X|F) , P(F|X) and P(X) , respectively, and P(F) is a  

normalization term. 
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      Assuming each feature being conditionally independent, Equation 1 can be written as: 

 

 
       

     321

321

FPFPFP

XPXFPXFPXFP
FXP




                                               (2) 

 

Given IF 1 , SF 2 , LF 3 , therefore, 

 

         XPXLPXSPXIPLSIXP ,,  

 
      The overarching goal of this work is to use Equation 2 to model the probability of a polyp label 

existing at each voxel in the CT colon volume.  Essentially, this endows each voxel with a ―polypness‖ 

value that describes the likelihood the voxel represents a polyp voxel. A block diagram of the proposed 

method is illustrated in Fig. 1. Below, each stage is described in detail. 

 

 

 

Figure1 Block diagram of the proposed Bayesian method 

 

2.1 Modeling the likelihood term 
 

In the Bayesian framework, the likelihood term indicates the joint density distribution of all features for 

class l2. In this section, each feature model is described in detail. It is noted that, to accurately calculate 

each feature, during the pre-processing step, a Gaussian filter is applied on the whole 3D volume to 

remove noise.   

 

2.1.1 Shape model 
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The second principal curvature (K2) partial differential equation (PDE, or flow) for polyp detection was 

recently introduced by van Wijk et al. (2010). The aim of this section is to model the K2 PDE’s feature 

distribution and combine it into the joint statistical likelihood term of the Bayesian framework.  

     The vast majority of polyps are raised objects protruding from the colon surface, which means their 

first and second principal curvatures have positive values.  In contrast, colonic folds are elongated 

structures, bent only in one direction, and correspondingly exhibit a positive first principal curvature and 

a close to zero second principal curvature. Therefore, to detect polyps, a flow based on the second 

principal curvature can be designed that affects only points with a positive second principal curvature in 

such a way that the second principal curvature decreases. Repeated application of the PDE on an image 

will gradually deform the image, reducing, and then removing surface protrusions.  

      A PDE flow to remove protruding objects can be defined as: 

  Ixkxkg
t

I
ii 




)(),( 21                                                  (3) 

                           

where I  is the gradient magnitude of the 3D image, and  g is a curvature dependent function 

characterizing the flow,  ixk1  and  ixk 2  are the first and second principal curvatures at voxel xi of the 

3D image, computed directly from image intensity through Gaussian (K(xi)) and mean  (H(xi)) curvatures 

defined as (Monga & Benayoun, 1995; Thirion & Gourdon, 1992): 

 

       iiii xKxHxHxk  2
1 ,               iiii xKxHxHxk  2

2                           (4) 

 
The calculation of the Gaussian and mean curvatures are based on the first and second fundamental forms 

of differential geometry, which can be computed as: 

 
2

2

FEG

MLN
xK i




 ,            

)(2

2

2FEG

GLFMEN
xH i




                                         (5) 

 
where: 
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here, fx,  fy, fz,  fxy, fyz, fxz,  fxx,  fyy, fzz  are the first and second–order partial derivatives of the image with 

respect to x, y, z, respectively. 

      In this study, the aim is to have a small flow on colonic folds; while producing a large response on 

protruding objects (such as polyps). Therefore, the flow to remove protruding objects can be defined as: 

 

   
 













)0(                               0

)0(             

2

22

i

ii

xk

xkIxk

t

I                                        (7) 

 

Based on Equation 7, the image intensities exhibit small (if any) change for colonic folds, and large 

change for protruding objects (such as polyps). During each iteration, only at locations of protruding 

objects where the second principal curvature is positive, the image intensity is reduced by an amount 

proportional to the local second principal curvature 2k . After the PDE reaches steady state, the difference 

image D between the deformed and the original 3D images indicates the amount of protrusion. By design, 

it discriminates between polyps and folds and is robust to different polyp morphologies and sizes.  

      A truncated Gaussian function is used to model the polyp likelihood as a function of the intensity 

difference DF k 2
1 . The truncated Gaussian function allows a larger range of voxels with high K2 flow 

intensity differences to have high probability of being a polyp,  

 










 


2

2

2

2

2

12

1
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
, when 2

2

1 k

kF  , 1)( 2

1 XFP k
                                        (8) 
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where 2k  and 2k  are the mean and standard deviation (std), respectively, determined through a training 

dataset.  

      Alternatively, as mentioned earlier, any other second order shape feature, such as shape index used in 

(Yoshida et al., 2001), can be used to model the shape likelihood. The volumetric shape index at voxel 

ix can be defined as (Monga & Benayoun, 1995; Thirion & Gourdon, 1992): 

 

  
   
   ii

ii

i

SI

xkxk

xkxk
xF

21

21

1 arctan
1

2

1







                                          (9) 

 
 

The shape index has been widely used in lesion detection. It provides a local shape feature at each voxel 

that directly characterizes the topological shape of an iso-surface in the vicinity of each voxel without 

explicitly calculating the iso-surface. Similar to the K2 shape feature of Equation 8, the likelihood of 

shape index feature can also be modeled using a Gaussian function. In Section III of this chapter, the 

CAD performance of using volumetric shape index likelihood is compared to that of the K2 shape feature. 

 

2.1.2 Intensity model  

 

It is well known that CT images exhibit partial volume effect (PVE) due to the limitations in scanning 

resolution. For tissues like polyps near air, the boundary of the polyp may appear darker than that of its 

central region as a result of the PVE. For simplicity, assume that a polyp is in hemispherical in shape and 

contains two parts: a core part ( cr ) with mean intensity Ic  and a PVE part ( r ) with the mean 

intensity Ip . Fig. 2 shows the schematic diagram. Two intensity models can be used based on different 

applications. 
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Fig.2 A schematic diagram of colonic polyp 

 

 
     As mentioned in Section 1.2, the Bayesian approach can be used either in the candidate generation or 

candidate filtering steps of the CAD system. For candidate generation, the parametric form of the polyp 

intensity model can be given by a two-mixture Gaussian function: 

 

 












 
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

 
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)(
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Ic

Ic
I

c
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




                                              (10) 

 

where 


2,1
1

i ic , Ip  and Ic  are the std for each Gaussian function. The parameters can be estimated 

by application of the expectation-maximization (EM) algorithm (Webb, 1999) using a training dataset. 

     In the candidate filtering (FP reduction) case, the candidate region’s size is available and can be 

incorporated into the model to address the PVE. The polyp intensity model varies for each polyp region 

and can be given by a Gaussian function: 

       












 














 


2

2

2

2
2

2 expexp

I

I

I

I rIrF
XFP







                                                (11) 

 

 
where  rI  is the mean intensity and can be defined as a function of potential polyp size (e.g. radius r). 

Given the whole polyp radius as rrr c  , the mean intensity of a polyp is adaptively determined as: 

  IpIcI ffr   )1(                                                                       (12) 

 

 
where  f  is the fraction of the core part’s volume compared to the whole polyp’s volume, namely,  

 

  3333 rrrrrf c                                                             (13) 

                           

When a polyp is very small, there might not be a core part, namely 0cr  and 0f , therefore, rr  ; 

that is to say, the polyp only contains a PVE part, so the mean intensity I  depends on the mean intensity 

of PVE Ip . In contrast, when a polyp is very big, e.g. r , we have 1f , so the mean intensity I  



 12 

depends on the mean intensity of core part Ic . Fig. 3 shows an example of how the mean intensity of the 

polyp varies with radius size, where, 25.0r , HUIc 150 , HUIp 175 , obtained through the 

training dataset mentioned in Section 2.3.  

 

 

 

 

Fig.3 An example of how mean intensity of the polyp varying with the radius size based on Equation 12. 

 

 

2.1.3 Distance model 

 

Distance features, based on prior medical knowledge, can also be combined into Bayesian framework for 

polyp detection. Two types distance features are considered in this work. A first distance feature is the 

distance to the colon mucosal surface ( CSF
3

). This is based on the observation that polyps are typically 

located on or near the colon. Voxels closer to the colon surface have a higher probability of being labeled 

as polyp voxels, compared to voxels farther away. Another distance feature is the distance to the rectum 

( CLF
3

). This feature is based on prior medical knowledge that polyps are typically more prevalent in 

lower extremities of the colon (i.e., in the rectum and sigmoid) rather than farther up the colon anatomy 

(towards the caecum). 

     In this chapter, the distance to the colon mucosal feature (CS) is considered. To calculate CS feature, 

the 3D boundary distance transform (Gonzalez & Woods, 2002) is applied to the segmented colon. For 

each voxel in 3D image, the distance to the colon surface ( CSF
3

) can be obtained based on the distance 

transform map and the maximum distance dmax within the segmented colon to the boundary can be 

calculated. A linear function  XFP 3
 is then used to model the polyp distance likelihood as follows: 
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                                        (14) 

 

where both f  and maxf  are the positive factors controlling the size of voxels being considered in the 

polyp likelihood calculation, which can be set to be 0.3 and 0.5, respectively. Based on Equation 14, the 

distance probability map is adaptive to the size (or maximum distance) of the segmented colon. 

 

2.2 Modeling the prior term 

 
Due to the spatial dependence in the human body, voxels with the different intensity may have the same 

structural properties. In this chapter, this spatial property can be encoded into the Bayesian prior 

probability. The spatial prior P(X) in Equation 1 can then be constrained by spatial information imposed 

by a Markov Random Field and Gibbs Random Field (MRF-GRF).   

      In an MRF, only neighboring voxels have direct interactions with each other and they tend to have the 

same class label. According to the Hammersley-Clifford theorem, the spatial prior probability can be 

derived using MRF-GRF equivalence as follows (Li, 1995): 

                                                 
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where  iN  is the neighborhood of voxel i.  ic xv  is a potential function associated with the clique c 

defined as:    Fxplrv
iic  2

 and     Fxplrv iic  11  ,  is a positive factor controlling the size of 

clustering. In this study, a second-order neighborhood system and pairwise interaction clique between 

neighbors are considered. 

     It can be seen that the prior probability of voxel i being a polyp voxel depends on its neighborhood 

probability. If its neighboring voxels are labeled as polyp voxels, a voxel has higher probability to be 
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labeled as polyp; similarly, if its neighboring voxels are non-polyp, the voxel has lower probability to be 

labeled as polyp. 

 

2.3 Training 

 
As discussed in the above section, each feature distribution can be modeled through Equations 8-14. The 

parameters related to each model are estimated using a training step as discussed below. 

      In the training set, there are 68 CTC annotated volumes from six different hospitals.  Each polyp 

boundary was manually delineated by a qualified radiologist, and the dataset consists of 70 polyps in 

total. The training set is used to optimize model parameters. In this study, each feature likelihood term in 

Equation 1 is associated with one rule for polyp detection. The parameters for each model that provide a 

good cut-off in a ROC curve are chosen. 

     As an example of estimating the optimal model parameters ( Ic  and Ip ) for intensity likelihood 

(Equation 10-12), the intensity distribution for all the ground truth polyps in the training set is firstly 

calculated, and the EM algorithm is then applied to estimate model parameters, where, in Equation 10,  

we have HUIc 150 , HUIp 175 ,  50 IcIp   and c1 ,  c2 are 0.82 and 0.18, respectively.  

     Similar to the intensity model, the optimal parameters for shape models (Equation 8) from the EM 

algorithm for the training set can be estimated as 0.2352 k  and 0.502 k . 

 

3. EXPERIMENTAL RESULTS AND DISCUSSION 

 

The trained Bayesian model has been evaluated on an independent CTC dataset. As mentioned in Section 

1.2, the proposed method can be used in CAD in one of two ways: candidate generation or candidate 

filtering. We vary the intensity model, as described in Section 2.2, Equations 10-11, depending on the 

application. Experiments have been conducted to demonstrate the effectiveness of the proposed algorithm 

applied to both steps. 
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3.1 Candidate generation 

 
We applied the proposed method to the candidate generation step of CAD, which identifies initial 

potential polyps from the 3D image. The process is as follows: 

1) Extract colon mask based on fuzzy thresholding (Slabaugh et al., 2010) . 

2) Calculate the conditional probability map. For each voxel ix  in 3D image,  

a. Calculate shape likelihood, intensity likelihood and distance likelihood based on Equations 8, 

10 and 14, with the model parameters estimated from the training set mentioned in Section 

2.3. Note that the distance probability map calculated from Equation 14 provides a mask for 

both  shape and intensity probability calculation. Voxels far away from the colon surface 

having very low or zero distance probability will have less probability to be labeled as polyp. 

Therefore, to speed up the computation time, both the shape and intensity probabilities can be 

only calculated within a band around the colon mask.   

b. Calculate the prior spatial probability based on Equation 15, where  is chosen to be 1.0. 

c. Calculate the conditional probability of being labeled as polyp ( 2l ) for each voxel ix  based 

on Equation 1. 

3) Hysteresis thresholding (Yoshida et al., 2001) is applied to the conditional probability map to 

obtain binary image. 

4) 3D labelling then groups 3D connected regions. 

5) For each 3D connected region, if the size of the region is larger than a pre-defined threshold, then  

keep the region as one of the initial potential polyp candidates, otherwise, remove the region from 

the list of candidates.    
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Fig. 4 shows examples of detection of two polyps (with one polyp attached to the colon wall, while the 

other polyp is attached to a colonic fold). For the shape model in Equation 2, the second principal 

curvature flow (K2) (Equation 8) is compared with shape index (SI) feature (Equation 9). Note that the 

distance feature is not included in this experiment, since in this experiment, the Bayesian method is 

applied to sub-images to compare the polyp detection performance using K2 and SI as the shape model. It 

can be seen that, both the intensity likelihood map (Equation 10, Fig.4b) and the shape likelihood map 

(Equation 8 and 9) are highlighting the polyps. However, compared to using the SI as the shape model 

(Fig.4c), the proposed K2 shape feature (Fig. 4e) shows superior performance with very few false regions 

in the entire sub-image. Fig. 4(f) is the final polyp probability map from the joint intensity and K2 shape 

feature likelihoods (Equation 2). It can be seen that, by using the proposed Bayesian method with K2 

shape feature, both polyps can be detected and properly segmented from the surrounding tissues. 

      A quantitative evaluation has also been conducted. An independent dataset of 66 CT colon scans with 

93 polyps is used in this experiment. Both the detection performance and the accuracy of the detected 

regions are evaluated. Table 1 shows the performance of candidate generation based on four different 

methods:  

1) The proposed Bayesian method (Equation 2), where a combination of intensity, location and K2 

shape feature (Equation 8) is used. 

2) A Bayesian method, where instead of using the K2 shape feature,  shape index is applied as shape 

model (Equation 9). 

3) A non-Bayesian method, where only K2 probability (Equation 8) is calculated within the distance 

mask, and hysteresis thresholding is then directly applied on the K2 probability map for the initial 

candidate generation. 

4) A 2D critical point (CP) based method (Slabaugh et al., 2010). 

      It can be seen that, of all the methods, the proposed Bayesian method provides superior performance 

regarding the detection sensitivity and false positives. Compared to both Bayesian methods with K2 shape 
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feature and that with shape index feature, the same detection sensitivity can be obtained. However, the 

Bayesian method with the K2 shape feature has 10 times fewer false positive regions than that of the 

shape index. The advantage of the K2 flow is that it is a "multi-scale" feature that is capable of detecting 

potential lesions of a wide range of sizes. Moreover, the Bayesian method has improved specificity 

(nearly half the detection regions) compared to the non-Bayesian with K2 only approach.   

      The proposed method may also provide an alternative approach for polyp segmentation. This is 

because the potential polyp candidates are calculated from the joint statistics of multi-features in the 

posterior probability (Equation 1 and 2) and this provides rich information for the proper lesion 

segmentation. The visual inspection of two polyp detection shown in Fig. 4f demonstrates the potential of 

the Bayesian method for both of candidate generation and segmentation. To further investigate the 

performance of the detected polyp regions, Dice’s coefficient (R) is calculated between each detected 

polyp region and the ground truth. Each polyp boundary was manually delineated by a qualified 

radiologist. Fig. 5 shows the volume overlap ratios based on the Bayesian methods with two different 

shape models for all 83 detected polyp regions (excluding 10 polyps missed from both methods as 

indicated in Table 1). It can be seen that the proposed Bayesian method with the K2 shape feature gives a 

much better mean overlap ratio, with the mean overlap ratio increasing by 60%, compared to that using 

the SI feature.  

 

 

 

Fig.4 Example of two polyps detection (a) CT sub-image; (b) Intensity probability; (c) Shape index 

probability; (d) Joint (Bayesian) probability based on intensity and SI probability; (e) K2 flow difference 

image; (f) Joint (Bayesian) probability based on intensity and K2 probability. 
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Table 1 Comparison of initial candidates generation based on four different methods 

 

Methods Bayesian with K2 

shape feature and 

Intensity 

Non-Bayesian with 

K2 shape feature 

only 

Bayesian with 

SI and Intensity 

2D CP based 

method 

Sensitivity 95% 95% 95% 98% 
FP/scan 124 228 1421 2310 

 

 

 

 

 

Fig.5 Volume overlap ratio based on the two different shape models. 

 

 

3.2 Candidate filtering 

 
The Bayesian method can also be used as a filtering step to further remove false positive regions from 

initial polyp candidates. Those initial candidates are obtained from other shape based methods. The main 

procedure of the Bayesian method for candidate filtering is the same as that for initial candidate 

generation mentioned in Section 3.1. However, instead of using the distance probability (Equation 14) as 

a mask for calculating the conditional probability map of the joint intensity and shape likelihood for a 

candidate generation, in filtering, the conditional  probability map is calculated within each potential 

polyp region. 

      In our previous work, we developed an automatic CT colonic polyp detection algorithm (Slabaugh et 

al., 2010). The aim of this experiment is to use the proposed Bayesian method to further remove false 
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regions. For each potential region, a polyp probability map based on the joint intensity and shape 

likelihood (Equation 2) is calculated. The intensity model is based on Equation 11, which the mean 

intensity is adaptively determined based on the candidate region size as defined in Equation 12; while the 

K2 shape feature is used for the shape model. A hysteresis thresholding and 3D labeling are then applied 

on each probability map. If a candidate region contains a set of 3D connected voxels with high 

probabilities of ―polypness‖, the region is kept as a potential polyp region. Otherwise, the region is 

considered to be a non-polyp region and removed from the polyp candidates.  

     For a quantitative evaluation of the performance, the method has been tested on another independent 

dataset of 59 patients (118 CT volumes) of prone and supine volumes collected from four institutions, 

with total 75 polyps. Fig. 6 shows FROC curves based on our previous CAD algorithm and the further FP 

reduction based on the proposed Bayesian method. It can be seen that, with the same sensitivity, the 

Bayesian method reduces the FPs by an average of 24%. For example, with a sensitivity of 93.3%, the FP 

rate can be decreased from 6.2 per-volume to 4.7 per-volume after applying the Bayesian method. As we 

keep the same sensitivity for the proposed method, the improved curve looks shifted compared to the 

previous curve. This demonstrates the effectiveness of the proposed algorithm on the false positive 

reduction. (It is noted that, in this experiment, the sensitivity is measured per polyp that is, if a polyp is 

detected on either or both volumes, it is considered a true positive and false positives are measured per 

volume, as is the convention in CTC).  

      For comparison, Fig. 7 shows a FROC curve using FP reduction based on our earlier work (Ye et al., 

2010) on the same dataset, where a uniform prior is used in the Bayesian probability calculation. The FP 

reduction based on the uniform prior is about 16% with no impact on sensitivity.  It is clear that the 

Markov Random Field introduced in this chapter better models the prior probability by considering local 

interactions between neighboring voxels.  Our new result improves the overall performance by an average 

of 8% compared to the uniform prior of our previous work. 
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Fig.6 Comparison ROC based on our previous CAD algorithm only and further FP reduction based on 

the proposed Bayesian method, where MRF is considered in the Bayesian probability calculation. 

 

 

 

 

Fig.7 Comparison ROC based on our previous CAD algorithm only and further FP reduction based on 

our earlier work (Ye et al., 2010), where a uniform prior is used in the Bayesian probability calculation. 

 

 

 

 

FUTURE RESEARCH DIRECTIONS 

 

CAD methods for CTC have achieved significant progress during the last several years. To date, CAD has 

showed potential for detecting clinically significant polyps with high sensitivity and a relatively low 

number of FPs. However, CAD must be improved further to provide more accurate and reliable detection 

of polyps. To address this, in this chapter, we have introduced a novel detection method for colonic 

polyps in CT data. A Bayesian model maps the problem of polyp detection into a probability calculation, 

which is ideally suited to address the detection problem with the large uncertainty inherent to the medical 

imaging. Although three main features are considered for the joint probability calculation, the Bayesian 

framework is general and can be flexibly extended to incorporate other features. Indeed, one could 
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imagine incorporating patient informatics, such as patient age, family history of colorectal disease, or 

prior medical examinations etc., for robust detection. Patient informatics can be encoded either explicitly 

into prior probability or implicitly through the learning of likelihood parameter distributions from training 

data. By considering these informatics into Bayesian statistical framework, we are expecting to improve 

the robustness of the detection further. 

      Currently, laxative bowel preparation has been identified as one of the most important reasons for 

patients choose not to be screened (Beebe 2007). However, reduced or laxative-free bowel preparations 

introduce additional challenges to colon CAD, because they tend to introduce large amounts of solid fecal 

residue which mimics colonic polyps in shape. Some of the residue maybe tagged well, whereas others 

may not be tagged at all. CAD schemes may need to become more robust for such conditions to avoid 

large amount of false positive regions due to the fecal residue while maintaining clinically acceptable 

detection accuracy. To remove fecal-related FPs, one can try to register patient’s colon between supine 

and prone volumes (Roth, et al., 2010). Precise registration of the two CT volumes of the patient colon 

could improve the specificity of polyp detection based upon a mobility analysis and greatly removing 

―moving objects‖ such as stool from initial candidates. However, robust automated registration of colon 

volumes itself remains a challenging task because of the substantial deformations of the colon.  

Alternatively, using our current framework, we can develop fecal-related image features and combine 

them into Bayesian statistics for the fecal specific FP reduction. One example of features would be texture 

features such as grey level co-occurrence (GLCM), wavelet coefficients, etc. However, although fecal 

tagging has been demonstrated to greatly improve distinguishing between stool and polyps, the tagging 

material itself might produce undesirable effects in CT values, which will distort results obtained by 

textural analysis.  

      Due to the natural flexibility of the Bayesian framework, other FP specific features (such as lipomas, 

etc.) can also be investigated and incorporated into the framework to improve the CAD performance in 

general. 
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CONCLUSION 

 

We have presented an automatic detection method for colonic polyps in CT data. It calculates the 

probability of a polyp for each voxel through a unified Bayesian statistical model. The polyp likelihood is 

modeled using a combination of shape, intensity and location features. The second principal curvature 

flow is used as a shape model; while PVE is considered into modeling the polyp intensity distribution. 

The proposed method has been evaluated on a clinical dataset, both for candidate generation as well as 

filtering. Both qualitative and quantitative evaluation, based on CAD detection performance as well as 

volume overlap ratio demonstrate the potential of the proposed method. The method provides robust and 

consistent performance. In particular, the approach is capable of detecting and segmenting different types 

of polyps, such as the polyp attached to the colonic fold in Fig.4. 
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Fig.1 Block diagram of the proposed Bayesian method 
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Fig.2 A schematic diagram of colonic polyp 
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Fig.3 An example of mean intensity (  rI ) of the polyp varying with the radius size (r) based on Equation 12. 

 

 

      

 

                                       (a)                     (b)                    (c)                    (d)                     (e)                       (f)  

Fig.4. Example detection of two polyps (a) CT sub-image; (b) Intensity probability; (c) Shape index probability; (d) 

Joint (Bayesian) probability based on intensity and SI probability; (e) K2 flow difference image; (f) Joint (Bayesian) 

probability based on intensity and K2 probability.  

 

 

 

Table1 Comparison of initial candidate generation based on four different methods 

 

Methods Bayesian with K2 

shape feature and 

Intensity 

Non-Bayesian with 

K2 shape feature 

only 

Bayesian with 

SI and Intensity 

2D CP based 

method 

Sensitivity 95% 95% 95% 98% 
FP/scan 124 228 1421 2310 
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Fig.5 Volume overlap ratio based on the two different shape models 
 

 

 
 

Fig.6 Comparison ROC based on our previous CAD algorithm only and further FP reduction based on the proposed 

Bayesian method, where MRF is considered in the Bayesian probability calculation. 
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Fig.7 Comparison ROC based on our previous CAD algorithm only and FP reduction based on our earlier work (Ye 

et al., 2010), where a uniform prior is used in the Bayesian probability calculation. 
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