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Computed Tomographic (CT) colonography is a technique used for the detection of bowel cancer or
potentially precancerous polyps. The procedure is performed routinely with the patient both prone
and supine to differentiate fixed colonic pathology from mobile faecal residue. Matching corresponding
locations is difficult and time consuming for radiologists due to colonic deformations that occur during
patient repositioning.

We propose a novel method to establish correspondence between the two acquisitions automatically.
The problem is first simplified by detecting haustral folds using a graph cut method applied to a curva-
ture-based metric applied to a surface mesh generated from segmentation of the colonic lumen. A virtual
camera is used to create a set of images that provide a metric for matching pairs of folds between the
prone and supine acquisitions. Image patches are generated at the fold positions using depth map render-
ings of the endoluminal surface and optimised by performing a virtual camera registration over a
restricted set of degrees of freedom. The intensity difference between image pairs, along with additional
neighbourhood information to enforce geometric constraints over a 2D parameterisation of the 3D space,
are used as unary and pair-wise costs respectively, and included in a Markov Random Field (MRF) model
to estimate the maximum a posteriori fold labelling assignment.

The method achieved fold matching accuracy of 96.0% and 96.1% in patient cases with and without
local colonic collapse. Moreover, it improved upon an existing surface-based registration algorithm by
providing an initialisation. The set of landmark correspondences is used to non-rigidly transform a 2D
source image derived from a conformal mapping process on the 3D endoluminal surface mesh. This
achieves full surface correspondence between prone and supine views and can be further refined with
an intensity based registration showing a statistically significant improvement (p < 0.001), and decreas-
ing mean error from 11.9 mm to 6.0 mm measured at 1743 reference points from 17 CTC datasets.

� 2013 The Authors. Published by Elsevier B.V. All rights reserved.
1. Introduction offers the best prospects to reduce in mortality and aims to prevent
1.1. Motivation

Colorectal cancer is a leading cause of cancer mortality with
1.23 million individuals developing the disease and 608,000 deaths
annually (World Health Organisation, 2009). Population screening
the development of advanced cancers by early detection and re-
moval of both localised cancers or premalignant adenomas, from
which more than 80% of cancers are thought to arise (Cunningham
et al., 2010). Optical colonoscopy is the current gold standard
method to inspect the whole-colon; however colonoscopy is time
consuming and uncomfortable for the patient, and is occasionally
associated with serious complications (Pignone and Sox, 2008)
such as colonic perforation. Computed tomographic colonography
(CTC) is now widely considered the preferred radiological tech-
nique for detecting cancer and polyps, and has comparable sensi-
tivity to optical colonoscopy (Johnson et al., 2008), while being
more acceptable to patients (von Wagner et al., 2012) and rela-
tively safe (Burling et al., 2006). Patients undergo a full bowel prep-
aration to cleanse the colon, which is then insufflated with gas
immediately before helical CT imaging of the abdomen and pelvis
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(gas insufflation maximises attenuation contrast between endolu-
minal surface and intraluminal space). Graphics rendering soft-
ware is used to generate high resolution ‘virtual colonoscopy’
three-dimensional images of the endoluminal surface, simulating
those obtained using conventional colonoscopy. The procedure is
performed routinely with the patient both prone and supine to
redistribute gas and residue within the colon (Taylor et al.,
2007). This helps differentiate fixed colonic pathology from mobile
faecal residue because abnormalities whose position remains fixed
in both acquisitions are likely to be true polyps. Also, using two
data acquisitions increase the chance of discovering pathology oc-
cluded by retained fluid or hidden by luminal collapse. Matching
corresponding locations between prone and supine endoluminal
colonic surfaces is therefore an essential aspect of interpretation
by radiologists. However, interpretation can be difficult and
time-consuming due to the considerable colonic deformations that
often occur during repositioning of the patient (Punwani et al.,
2009). These deformations can induce diagnostic error and in-
crease interpretation time. Hence, a method for automatic registra-
tion of prone and supine datasets has the potential to improve
efficiency and diagnostic accuracy.

1.2. Related work

A number of methods have been proposed to find correspon-
dence between prone and supine positions. For example, centre-
line-based methods extract and align colonic centrelines by
stretching and shrinking based on path geometries (Li et al.,
2004; Wang et al., 2009). However, these methods are inherently
restricted to achieving a registration along a single dimension
and do not give any information about the degree of torsion of
the colon wall between views. Anatomical landmarks can be used
to help align the two datasets by first identifying a stable set of
anatomical features, such as the caecum, rectum and flexures
(Wang et al., 2009; Näppi et al., 2005). However, these do not ac-
count for the varying compression and expansion along the length
of the colon nor the degree of colonic torsion between acquisitions.
Voxel-based methods provide a further possibility for registration
(Suh and Wyatt, 2009). However, these methods rely to varying ex-
tents upon continuous prone and supine colonic segmentations,
free from luminal occlusion by fluid or collapse; a situation
achieved infrequently in clinical practice, despite optimal bowel
preparation (Taylor et al., 2003).

Fukano et al. (2010) proposed a registration method based on
haustral fold matching. A second-order derivative difference filter
was used to extract folds; their volume and relative positions along
the centreline with respect to a set of locations of high centreline
curvature were then used to establish correspondence. The method
relied on prior automatic identification of a set of landmark loca-
tions for registration. They reported correct registration of 65.1%
of large folds (9.3% could not be judged), and 13.3% of small folds
(32.7% could not be judged).

Methods that involve conformal mapping of the endoluminal
colonic surface have been proposed in order to reduce the com-
plexity of the three-dimensional task. For example, Zeng et al.
(2010a) combined conformal mapping with feature matching be-
tween the prone and supine endoluminal surfaces. The prone and
supine colonic segmentations were mapped onto five rectangle
pairs. Correspondences were established using a feature matching
method based upon mean curvature. The method relied on accu-
rately determining five matching segments in the prone and supine
datasets, which is difficult to achieve and may be impossible with
local endoluminal collapse. The method proposed by Roth et al.
(2011), aims to overcome these limitations by mapping the entire
endoluminal surface to a cylinder. Dense surface correspondence
was then achieved by a conformal mapping of the prone and su-
pine endoluminal surfaces to 2D cylindrical domains using Ricci
flow (Jin et al., 2008; Zeng et al., 2010b), followed by a non-rigid
cylindrical intensity based registration using a B-spline method
(Rueckert et al., 1999) with a sum-of-squared-differences similar-
ity metric based on shape index (SI) (Koenderink, 1990). However,
this method can be susceptible to mis-registration of contiguous
sections by one or two haustral folds due to the repetitive similar-
ity of neighbouring features and may not achieve sufficient accu-
racy if the prone and supine acquisition differ considerably in
terms of distension or endoluminal collapse.

Most recently, Wang et al. (2012) used a graph matching algo-
rithm to register a set of features extracted from colon segmenta-
tions. A set of key points are detected by the n-SIFT algorithm and
matched using an algorithm based on mean field theory. The main
advantage of the method is that definition of a colon centreline is
unnecessary; however reported mean registration error was
37.6 mm.

We propose a novel method to establish correspondence be-
tween the two acquisitions automatically. Previous methods at-
tempt to match corresponding haustral folds based on spatial
location and size alone, e.g. (Fukano et al., 2010; Zeng et al.,
2010a). We use a novel fold-matching metric, based on depth
map images of the endoluminal surface at fold positions as well
as local geometric information. The problem is first simplified by
detecting haustral folds using a graph cut method applied to a sur-
face mesh generated from the segmentation of the colonic lumen.
A virtual camera is used to create a set of images which provide a
metric for matching pairs of folds between the prone and supine
acquisitions. Image patches are generated at the fold positions
using an endoluminal surface mesh depth map rendering and opti-
mised by performing a virtual camera registration over a restricted
set of degrees of freedom. The intensity difference between image
pairs, along with additional neighbourhood information to enforce
geometric constraints over a 2D parameterisation of the 3D space,
are used as unary and pair-wise costs respectively, and included in
a Markov Random Field (MRF) model to estimate the maximum a
posteriori fold labelling assignment. This new haustral fold match-
ing method is the principal contribution of the paper and is de-
scribed in detail in Section 2. A new initialisation method is also
introduced. First the sparse positions and displacements of the cor-
responding fold matches are mapped onto a 2D domain created by
performing a conformal mapping using the Ricci flow algorithm
(Jin et al., 2008; Zeng et al., 2010b), to construct an underlying
function based on multilevel B-splines that can be evaluated at
any point to give a transformation from the prone to the supine
data. This transformation is refined further by the intensity based
registration in Roth et al. (2011). This method explicitly addresses
the problem of colonic collapse. Full details of the full surface-
based registration and initialisation methods are provided in
Section 3.

2. Haustral fold matching

2.1. Haustral fold segmentation

Haustral folds are elongated, ridgelike endoluminal structures
and can be identified by extracting curvature measurements from
a triangular mesh representation of the colonic wall. The maxi-
mum and minimum values of the normal curvature at a point
are called the principal curvatures, k1 and k2 respectively. A metric
based on the principal curvatures is used to perform a binary
classification of each vertex as fold, or non-fold:

M ¼ k1 � ckk2k: ð1Þ

This recognises that at a fold, one expects k1� 0 and k2 � 0. The c
parameter penalises the metric against curvature in any direction
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other than in the maximum, helping to separate the folds at the te-
naie coli. The surface mesh is first simplified using an edge collapse
transformation process (Hoppe, 1999) to a resolution of �0.2 poly-
gons/mm2, at which level the haustal folds are still clearly visible.
Following this, the mesh is treated as a graph, with graph nodes de-
fined by the mesh vertices and graph edges defined by the mesh
edges. Using a virtual sink and source with the given weighting, a
graph cut segmentation (Boykov and Kolmogorov, 2004) is
performed which minimises the energy function:

X
p

EpðfpÞ þ
X

p

X
q2Npnq

dpqðfp; fqÞ; ð2Þ

where fp and fq are the binary labels of neighbouring nodes p and q,
corresponding to fold or non-fold, and Np is the neighbour set of p
defined by the directly connected vertices. The function Ep is
defined as:

EpðfpÞ ¼
M if f p is fold
�M if f p is non-fold

(
ð3Þ

and dpq is a Potts energy function smoothing term:

dpqðfp; fqÞ ¼
0 if f p ¼ fq

f if f p – f q

(
: ð4Þ

This model considers only the equality or inequality of labels
and captures the assumption that labelling should be piecewise
constant. This results in a label assignment of fold or non-fold over
the entire surface mesh. The centre of each fold is taken as the ver-
tex with the shortest maximum distance to any vertex lying on the
border of the segmented region. Qualitative visual results are
promising (Fig. 1).
2.2. Markov random field modelling

The matching of prone and supine haustral folds is formulated
as a labelling problem. First, m haustral folds are detected in the
supine data and these are uniquely labelled; the objective is to
then assign labels to the detected prone folds, achieved by solving
an MRF defined as such:
Fig. 1. Virtual colonoscopy (left), external (right) and internal (bottom) views of segment
fold labelled vertices respectively. (For interpretation of the references to colour in this
� A set of sites S = {1, . . ., n} corresponding to the haustral folds in
the prone data set.
� A neighbourhood system N = {Nij"i 2 S}, defining the extent of

local connections between sites.
� A pair-wise clique defined on N and S, C2 = {{i, i0}ji 2 S, i0 2 Ni},

allowing the inclusion of a priori knowledge of geometric
dependencies between label configurations.
� A set of random variables F = {F1, . . ., Fn} taking on a discrete

label f = {f1, . . ., fn} taken from the set of haustral folds identified
in the supine data set.

The maximum a posteriori (MAP) estimate of the optimum
labelling is computed, which is equivalent to minimising the en-
ergy function:

fðMAPÞ ¼ arg min
f

X
i2S

HiðfiÞ þ
X
i2S

X
j2Ni

Hijðfi; fjÞ
" #

; ð5Þ

where Hi(fi) is the unary term, a cost function for assigning the label
fi to site i. Similarly, the pair-wise term Hij(fi, fj) is the cost for
assigning neighbouring sites i and j labels fi and fj.

2.2.1. Unary cost function
The aim is to calculate an n �m unary cost matrix, where

n = kSk is the number of sites or prone folds, and m is the number
of labels or supine folds. To calculate the cost Hi(fi), depth map
images are rendered at the fold positions, visualising the internal
colon wall (Fig. 2). The depth map images provide a description
of the colon surface at the position of haustral folds, as well as
the configuration of colonic pathology in the local region. The per-
spective projections provide a degree of invariance to colon wall
deformation due to patient repositioning, whilst also allowing for
a direct comparison between images. The images are generated
by exploiting the Z-buffer from the graphics rendering model. Nor-
mally this buffer contains values that relate to the distance of an
object from the camera position and is used to specify the order
that polygons should be rendered in order to generate an image
of the scene. Using a perspective camera model, the z buffer value
z0 is a value in the range [�1, 1] specified in terms of the distances
of near and far clipping planes of the viewing frustum with respect
to the real object distance z (Lengyel, 2004):
ed haustral folds with marked centres. Red and blue sections represent fold and non-
figure legend, the reader is referred to the web version of this article.)



Fig. 2. Internal views of rendered haustral fold in the prone (a) and supine (c) view, with their corresponding depth map images (b) and (d).
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z0 ¼ far þ near
far � near

þ 1
z
�2 � far � near

far � near

� �
: ð6Þ

This can be rearranged in terms of z to retrieve true depth values:

z ¼ 2 � far � near
far þ near � z0ðfar � nearÞ : ð7Þ

The resulting images are then compared using a mean-squared-er-
ror (MSE) metric. An optimisation over the external parameters of
the virtual camera used to visualise the supine dataset accounts
for any inaccuracies in the fold point identification. Restricting the
number of degrees of freedom of camera search ensures that the
camera focus remains on the correct fold. The degrees of freedom
(see Fig. 3) are as follows:

� Elevation (h) – the fold centre and camera right vector give a
position and axis about which the camera is rotated
� Roll (/) – rotation around the camera view direction
� Dollying (s) – translation along the camera right vector
� Zoom (g) – the distance from camera position to fold centre

Given the four parameters h, /, s, g; the optimisation finds the
local minimum in a MSE between the depth map images I1 and I2

using Powell’s gradient descent method (Fletcher and Powell,
1963). The camera position is initialised to the closest intra-lumi-
nal centreline point to the fold with the camera ‘up’ vector set to
the tangent to the centreline curve and viewpoint centred on the
fold. A multi-resolution approach is used to increase the chance
of the optimisation converging on the correct minima. Adding a
scaling parameter W allows the weighting of unary to pair-wise
costs:

RðI1; I2Þ ¼W
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
MSEðI1; I2jh;/; s;gÞ

p
: ð8Þ

Additionally, a constraint is added so that the matching folds must
lie in a similar region. The normalised fold centreline positions in
the prone and supine m̂c ¼ ½0;1	, are used to limit corresponding fold
matches to a fraction x of the total colon centreline length. Finally,
a constant unary cost a is associated with the assignment of the null
label f0 to any given node, allowing for missing labels. The unary
costs are then defined:
Fig. 3. Virtual camera with restricted set of degrees of freedom for optimisation.
Image shows view along (left) and perpendicular to (right) the axis of the colon.
HiðfiÞ ¼
a if f i ¼ f0

RðI1; I2Þ �minðRðI1; �ÞÞ if m̂prone
c ¼ m̂supine

c 
x
1 otherwise

8><
>: ; ð9Þ

where min (R(I1, �)) is the minimum cost for depth map I1 over all
depth maps.

2.2.2. Pair-wise cost function
To improve labelling performance, geometric information about

neighbouring fold positions can be used. In this work an adapted
frame (t, u, v) on the centreline curve r(n) is used. An adapted
frame is a set of orthonormal vectors, where t is the unit tangent
and u and v span the curve normal plane. The most familiar case
of an adapted frame is the Frenet frame which defines u and v as
the curve normal n and binormal b respectively:

t ¼
dr
dn

dr
dn

��� ��� ; n ¼
dt
dn

dt
dn

��� ��� ; b ¼ t� n: ð10Þ

Unfortunately, the Frenet frame suffers from indeterminacies at
inflexions where r00 is parallel to r0, or vanishes, and therefore n
and b are undefined. As such, the rotation of such a frame about
the tangent of a general curve often leads to undesirable twists in
frame orientation (Fig. 4). In this work a Rotation Minimising Frame
(RMF), specifically the double inflexion method in Wang and Joe
(1997) is employed to define a moving frame that does not rotate
about the instantaneous tangent of the centreline curve r(n)
(Fig. 4) by minimising the global error Eg of the magnitude of the
angle between the reference vectors of frames Ui and Ui+1:

Eg ¼
Xn�1

i¼0

j\ðUi;Uiþ1Þj: ð11Þ

The resulting set of reference frames can then be use to describe the
relative position of each fold to its neighbours: m = [mc, mh]T; where mc

is the difference in fold position along the centreline and mh = [p/2,
�p/2] is the difference in angle of rotation around the centreline
with respect to the RMF. For each fold position p, the corresponding
centreline position c can be found with a surface to centreline cor-
respondence method. We use the conformal mapping technique de-
scribed in (Roth et al., 2010). A degree of rotation h can be defined
by interpolating a RMF corresponding to centreline position c, and
projecting the vector from centreline position to fold p onto the
curve normal plane defined by u and v (Fig. 5). The angle h between
this vector p0 and the RMF normal u then gives a relative degree of
rotation with respect to the RMF and can be used to compare neigh-
bouring folds.

This 2D parameterisation simplifies the description of the trans-
lation between corresponding pairs of folds between the prone and
supine as the centreline mc and rotational mh displacement should
be similar (mprone � msupine). Alternatively we can state mprone =
msupine + �, where � represents some uncertainty, and can be mod-
elled with a zero mean bivariate normal distribution � �Nð0;RÞ,
with R ¼ diag r2

c ;r2
h

� �
. Finally we recognise that the position of a

neighbouring site becomes more uncertain as the displacement



Fig. 4. Parameterisation based on Frenet-Serret (left) and Rotation Minimising (right) frames.

p

p'u

v

t

θ

Fig. 5. Calculation of relative angle of rotation of haustral fold position with respect
to an adapted frame.
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along the centreline increases. In order to model this uncertainty
we look at the distribution of stretching and rotation of
corresponding fold pairs between the prone and supine views, with
respect to the centreline distance between the two folds.

By observing the variance in centreline and rotational (Fig. 6)
displacement over a set of training data (described in detail in Sec-
tion 4.2), a second order polynomial function can be fitted to model
the error:

r2
c ¼ a2m2

c þ a1mc þ a0; ð12Þ

r2
h ¼ b2m2

c þ b1mc þ b0: ð13Þ

With this information, a pair-wise cost for assigning neighbouring
sites i and j label configurations fi and fj, is defined by the negative
log-normal distribution:
Fig. 6. Distance between folds against variance in centreline (left) and
uijðfi; fjÞ ¼
ðmprone � msupineÞTR�1

ij ðmprone � msupineÞ
2

: ð14Þ

As the angle element of vector (mprone � msupine) can only be in the
range [p/2, �p/2], ±p is added until this requirement is met. A local
neighbourhood system is defined in order to enforce local geomet-
ric constraints on neighbouring fold positions. The local neighbour-
hood of a site is set to be:

Nlocal
i ¼ ffjgjj – i; kðmcÞi � ðmcÞjk < kg; ð15Þ

where k is a threshold distance. Pairs of sites that are separated by a
local colonic collapse are removed from the neighbourhood set. A
uniqueness constraint is also enforced so any two sites may not
be assigned the same label. This is included in the pair-wise cost
function by connecting each site with every other site in a global
neighbourhood system:

Nglobal
i ¼ fjgjj – i; j R Nlocal

i

n o
ð16Þ

and defining the pair-wise cost of assigning the same label to two
different nodes to be infinity, except in the case of a null label
assignment. The full pair-wise cost function is:

Hijðfi; fjÞ ¼

1 if f i ¼ fj – f 0

b if Sj 2 Nlocal
i ^

ðfi ¼ f0 _ fj ¼ f0Þ

uðfi; fjÞ if Sj 2 Nlocal
i ^

fi – f 0 ^ fj – f 0

0 otherwise

8>>>>>>>>>>><
>>>>>>>>>>>:

: ð17Þ
rotational displacement (right) between corresponding fold pairs.
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2.2.3. MRF inference
Submodularity influences the choice of inference algorithm that

may be applied to the problem of generating the optimal labelling.
A submodular energy function is one which, for all labels, satisfies:

Hðfd; feÞ þHðfg ; fgÞ 6 Hðfd; fgÞ þHðfg ; feÞ; ð18Þ

which must hold for all labels fd, fe, fg 2 f. The uniqueness constraint
on the pair-wise costs means the problem of solving the MRF is
non-submodular as H(fg, fg) =1, which restricts the possible algo-
rithm choice for MAP inference. The min-sum Belief Propagation
(BP) algorithm is suitable for this purpose (Weiss and Freeman,
2002). It is known that BP is exact on acyclic tree-like graphical mod-
els, but has been shown to give a good MAP estimate in graphs with
loops. The BP algorithm works by passing messages between nodes of
a graph defined by the set of sites S, with edges defined by the site
neighbourhoods N. Each message M is an i dimensional vector, with
i equal to the number of possible labels. At each iteration at time t,
every node sends messages to each of its neighbours in parallel, whilst
also receiving messages itself. Let mt

p!q be the message that node p
passes to node q at iteration t. All entries in m0

p ! q are initialised
to zero. At each iteration, new messages are computed as follows:

mt
i!jðfjÞ ¼ min

fi

HiðfiÞ þHijðfi; fjÞ þ
X

s2Ninj
mt�1

s!iðfiÞ
 !

; ð19Þ

where Ninj denotes all neighbours of i other than j. After T iterations,
the belief vector for each node may be computed:

bjðfjÞ ¼ � HjðfjÞ þ
X
s2Nj

mT
s!jðfjÞ

2
4

3
5: ð20Þ

The belief vector bj(fj) expresses the negative cost of assigning each
label fj to site j. The algorithm will converge on a solution if the sys-
tem reaches a state where the messages stabilise; however, this is
not guaranteed in a graph with loops as the system may flip be-
tween a pair of states in each iteration. Convergence can be aided
with the use of message damping, where the actual messages at time
t are computed:

mt0
p!qðfqÞ ¼ ð1� sÞmt

p!qðfqÞ þ smt�1
p!qðfqÞ: ð21Þ

Once the algorithm has terminated, each node is assigned the label
having the maximum belief:

f �q ¼ arg max
fq2f

bqðfqÞ: ð22Þ
2.2.4. Inverse consistency
In the methods presented, the algorithm is configured with the

haustral folds in the prone view as the set of nodes in the MRF, and
the haustral folds in the supine view as the labels (or vice versa).
The algorithm is run in both directions and the intersection of
the labelling results is used. For each node where null labels are
present in both directions or the labelling in one direction differs
from the labelling in the other direction, the null label is assigned.
This results in an increase in the accuracy of the fold labelling at
the expense of an increase in null label assignments.

2.2.5. Parameter training
The parameters to model the error in the pair-wise cost func-

tion are derived from the statistical analysis of reference standard
fold matches in the training data described in Section 4.2. W, k, a, b
and s; the weighting of unary to pair-wise cost functions, node
neighbourhood threshold, costs for assigning the null label in the
unary and pair-wise cost function, and the message damping
parameter respectively, are found using a gradient ascent optimi-
sation. Parameters are trained on separate datasets to those used
for validation and are listed below.
a2 – 8.19 � 10�4

a1 – 0.331
a0 – 11.8
b2 – 6.67 � 10�3

b1 – 3.76
b0 – 650
W – 8.87 � 10�3

k – 200
a – 6.23 � 10�2

b – 0.839
s – 0.813
3. Surface based registration

There are scenarios where obtaining a one-to-one surface corre-
spondence is required, such as to locate a possible polyp position in
both the prone and supine views. In this case, the results of this
fold matching method can be used to provide automated initializa-
tion for a surface-based registration technique (Roth et al., 2011).

The intensity-based registration (IBR) algorithm proposed by
Roth et al. (2011) recognises that the colon is topologically cylin-
drical and reduces the complexity of the registration by mapping
each point on the endoluminal surface onto a cylindrical represen-
tation with the use of a conformal mapping technique (Hamilton,
1982). This allows the registration to account for the large 3D
deformations between the prone and supine views as a more sim-
ple 2D cylindrical deformation. The registration is then repre-
sented as a transformation between the two cylinders and
includes non-linear stretching along the cylinder, and local torsion
and rotation. A shape index metric is calculated at each point of the
cylindrical image and used to drive a B-spline intensity based reg-
istration (Rueckert et al., 1999) in a cylindrical domain to achieve
correspondence between the two views.

The following different methods are compared:

� Linear Scaling Initialisation with Intensity Based Registration (LSI
w/ IBR): We use the locations of the hepatic and splenic flexures
as in Roth et al. (2011). These are automatically detected based
on local maxima of the z-coordinate of the centreline. The flex-
ure positions may be discarded if their centreline distance vary
by more than a certain threshold. The positions of found flexure
are mapped onto the cylindrical images and used to provide a
linear scaling of prone image in the direction of the centreline.
This is used as an initialisation to the intensity-based registra-
tion in Roth et al. (2011)
� B-Spline Initialisation without Intensity Based Registration (BSI w/o

IBR): The positions of the detected haustral folds and the corre-
sponding locations in the prone and supine views are used to
perform a multilevel B-spline point based deformation of the
prone image (see Section 3.1).
� B-Spline Initialisation with Intensity Based Registration (BSI w/

IBR): The same as above, but used as an initialisation to the
intensity-based registration.

To determine the registration error, each reference standard
point is transformed from one dataset to the other using the regis-
tration result, and the 3D Euclidean distance between this and the
corresponding reference standard point is measured.

3.1. B-Spline Initialisation (BSI)

We wish to approximate a smooth function f which relates the
(x, y) points in the prone unfolded image, to their (x0, y0) positions
in the supine image over domain X = (x, y)j0 6 x < m,0 6 y < n. To
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do this we use the set of folds P = {(xc, yc, vc)} where (xc, yc) is a
point in X and vc is the value at (xc, yc). We define the mapping
in terms of two functions: x0 = X(x, y) and y0 = Y(x, y). As these func-
tions can be derived simultaneously, we use the notation v = (x0,
y0) = f(x, y). To approximate the data P, we use function f as a uni-
form bicubic B-spline, defined by control lattice U overlaid on do-
main X using the method in Lee et al. (1997). We also assume U is
an (m + 3) � (n + 3) lattice, where m and n are the image dimen-
sions defined in lattice control points. We define /ij as the value
of ij-th control point on lattice X for i = �1, 0, . . ., m + 1 and
j = �1, 0, . . ., n + 1. We can then define the approximation function
f:

f ðx; yÞ ¼
X3

k¼0

X3

l¼0

BkðsÞBlðtÞ/ðiþkÞðjþlÞ; ð23Þ

where i = bxc � 1, j = byc � 1, s = x � bxc, and t = y � byc. Bk and Bl are
basis functions:

B0ðtÞ ¼ ð1� tÞ3=6

B1ðtÞ ¼ ð3t3 � 6t2 þ 4Þ=6

B2ðtÞ ¼ ð�3t3 þ 3t2 þ 3t þ 1Þ=6

B3ðtÞ ¼ ðt3Þ=6;

ð24Þ

where 0 6 t < 1. For every point in P = {(xc, yc, vc)} a different value
/c of each of the control points /ij is defined:

/c ¼
wcvcP3

a¼0

P3
b¼0w2

ab

; ð25Þ

where wc = wkl = Bk(s)Bl(t), k = (i + 1)� bxcc, l = (j + 1) � bycc, s = xc �
bxcc, t = yc � bycc. Only data points in the 4 � 4 neighbourhood of each
control point are taken into consideration. To choose a value for each
/ij from the contributions from each point /c the error
eð/ijÞ ¼

P
cðwc/ij �wc/cÞ

2 is minimised by differentiating e(/ij) with
respect to /ij giving:

/ij ¼

X
c

w2
c /cX

c

w2
c

: ð26Þ

To allow for a smooth function over the entire domain and more
accurate local deformations, a multilevel B-spline approximation
is used to generate a hierarchy of control lattices from coarse to fine.
A refinement process is used to reduce the sum of these functions
into one B-spline function. For each level of control lattice Wk we
can derive a finer control lattice W0k such that FðW0k�1Þ ¼ FðWk�1Þ
and F W00

� �
¼ f0 where f0(xc, yc) = (xc, yc). We then derive control lat-

tice Uk to approximate data Pk = {(xc, yc, Dkvc)}, where
Dkvc ¼ vc �

Pk�1
i¼0 fiðxc; ycÞ ¼ Dk�1vc � fk�1ðxc; ycÞ, and D0vc = vc. Each

function defined by control lattice Uk serves to remove the residual
error from the refined coarser lattice W0k�1 at each level. We can now
define a progressive control lattice Wk ¼ W0k�1 þUk from the coars-
est to finest levels. As the end points of the colon are fixed, the im-
age should not be transformed in the direction of the x-axis at the x-
axis extrema, so at each refinement we calculate the residual error
Uk and set the x-component of the data Dx0 = 0 at points {/ijji = �1,
0, m, m + 1; j = �1, 0, . . ., n + 1}.

We apply this technique to the images created by a conformal
mapping (Roth et al., 2011) of the endoluminal surfaces of prone
and supine images onto a rectangular domain. The sparse set of
data points P = {(xc, yc, vc)} have their positional information {(xc,
yc)} taken from the positions of haustral folds mapped onto the
2D domain, and the vertical and horizontal displaced positions
vc ¼ x0c; y

0
c

� �� 	
of the corresponding positions in the supine image.

To allow for a pseudo-continuous function over the y-axis, the im-
age is repeated and stacked over the y-axis. Due to the true cylin-
drical nature of the registration problem, there is an ambiguity
over the direction of vertical displacement in the 2D images,
resulting from the periodicity of the boundary in the vertical
dimension. To create a smooth displacement, the B-spline fitting
is repeated and at each iteration the datum Pc with the maximum
error between the y component of the estimated and true displace-
ment ey = j(F(xc, yc) � vc)yj is adjusted such that v 0c ¼ vcþ
signððFðxc; ycÞ � vcÞyÞ � ymax where ymax is the size of the image in
the y-direction. The image is then shifted in the y-direction so as
to minimise vc and the full multi-level B-spline fitting is repeated
to give the final function F(W) with control lattice W.

Now for every position in the prone image Pprone = {(x, y)} 2 X
we can use the function F to find the corresponding position in
the supine image Psupine = {(x, y)} 2X. We can use this transforma-
tion as an initialisation to the intensity-based B-spline registration
function presented in Roth et al. (2011) to create a finer composite
registration.
4. Experimental results

4.1. Clinical validation

Ethical approval and informed consent were obtained to use
anonymised CT colonography data. Colonic cleansing and insuffla-
tions had been performed in accordance with current recommen-
dations (Taylor et al., 2007) (see Fig. 7).
4.2. Haustral fold matching

For the purpose of establishing a fold labelling between the
prone and supine acquisitions, we selected the same 34 patient
cases used in a previous publication (Roth et al., 2011). In 24 of
the cases, the colon was optimally distended in both views, and
where fluid tagging (allowing for digital cleaning of residual fluid)
was used or little fluid remained. This allowed a continuous
segmentation over the full length of the colon using the methods
described in Roth et al. (2011). The other 10 cases exhibit local co-
lonic collapse and are used to further validate the method. The
datasets were randomly allocated into training and validation sets
using a random permutation, resulting in training and validation
sets both with 17 prone and supine cases of which 5 exhibited
one or more areas of local colonic collapse (see Table 1 for details),
and 4 cases which had been excluded from the previous study due
to marked differences in local distension and therefore different
surface features (cases 9–12). A subset of the cases used in this
study are shown in Fig. 8.

Two radiologists (EH, AP) and a computer scientist (TH) with
experience of reading CTC images, independently established a ref-
erence standard by matching haustral folds using virtual colono-
scopic reconstructions, external renderings of the endoluminal
surface, and unfolded images achieved by performing a conformal
mapping of the endoluminal surface mesh onto a plane. Any folds
where confident manual correspondences between the two views
could not be established were excluded from the derived reference
standard. All readers were unaware of the algorithm results. The
reference standards were compared for consistency, and any dis-
crepancies were resolved by the three readers in consensus. This
resulted in a total of 1743 corresponding fold pairs over the 17 val-
idation datasets. To assess algorithm performance, for each case
the maximum a posteriori labelling solution is compared against
the reference standard described above. The number of reference
standard points that were correctly matched by the algorithm is gi-
ven by the number of ’hits’. Similarly, the number of reference stan-
dard points that were incorrectly matched by the algorithm is
given by the number of ’misses’. The ’misses’ consist of the union



Table 1
Information of cases exhibiting local luminal collapse. For each case, the number of
collapsed regions in the prone and supine images are displayed, along with the
Euclidean distance across each region from centreline end-point to centreline start-
point. Locations of collapse are given (DC: descending colon; SC: sigmoid colon).

Case Prone Supine

No.
collapses

Location Distance
(mm)

No.
collapses

Location Distance
(mm)

13 1 DC 65.0 0 – –
14 1 DC 245.1 1 DC 272.4
15 0 – – 1 SC 26.0
16 3 DC 6.5 0 – –

DC 34.4 – –
SC 8.0 – –

17 0 – – 1 DC 18.3

Fig. 7. Images of the endoluminal surface produced from the conformal mapping technique (case 11) showing the full registration with B-spline initialisation. The colour
scheme shows the Shape Index (SI) and the vectors show the displacements generated from the landmark registration. Images show: (a) the source (prone) image; (b) the
ambiguous vector direction on the source image; (c) the sorted displacements; (d) the source image vertically aligned to reduce displacements; (e) the source image with
displacement vectors and regular grid; (f) the result of the landmark B-spline initialisation with transformed image and grid; (g) the refinement with the intensity based
registration (with same grid); (h) the target (supine) image.

Table 2
Fold labelling performance using the unary costs only, with and without inverse consistenc
the number of algorithm output labels. From the intersection of the reference standard fold
displayed along with the accuracy calculated from these.

Case RS points Unary costs only

Labels Hits Misses

Fully distended
1 76 77 24 19
2 134 106 37 42
3 127 103 44 39
4 64 101 33 23
5 85 95 37 33
6 137 121 35 46
7 166 137 42 64
8 76 79 23 22
9 92 114 16 46
10 70 89 13 27
11 177 164 34 80
12 72 80 21 16
Subset mean 106.3 105.5 29.9 38.1

Collapsed
13 96 88 31 26
14 94 94 17 44
15 61 87 20 27
16 107 122 22 50
17 109 148 36 35
Subset mean 93.4 107.8 25.2 36.4
Total mean 102.5 106.2 28.5 37.6
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of the set of reference standard points that have been assigned the
incorrect label, and the set of labels that have been assigned to the
incorrect reference standard point. The resulting accuracy for each
case is calculated as hits/(hits + misses).

Table 2 shows the performance of the algorithm using the unary
cost function alone. Table 3 shows the performance using the pair-
wise cost function only, with and without inverse consistency. In
all cases the unary prior based on centreline distance and the pair-
wise uniqueness constraint are used to allow for a fair comparison.
Table 4 shows the results using the full MRF cost function, with
and without the inverse consistency constraint. Table 7 and sum-
marise the performance of the individual cost functions with re-
spect to the case features (fully distended or collapsed), in terms
of accuracy and total number of output labels. It is apparent that
across all datasets, using only the unary cost function results in a
y. The number of folds identified in the Reference Standard (RS) are shown along with
s and the algorithm labelled folds, the number of correct hits and incorrect misses are

Unary costs with inverse consistency

Accuracy (%) Labels Hits Misses Accuracy (%)

55.8 28 16 7 69.6
46.8 24 14 8 63.6
53.0 39 31 4 88.6
58.9 20 13 0 100.0
52.9 22 12 3 80.0
43.2 33 16 8 66.7
39.6 28 19 4 82.6
51.1 15 12 1 92.3
25.8 20 7 7 50.0
32.5 13 7 1 87.5
29.8 36 17 11 60.7
56.8 18 6 4 60.0
45.5 24.7 14.2 4.8 75.1

54.4 22 19 3 86.4
27.9 14 5 8 38.5
42.6 19 15 2 88.2
30.6 14 7 1 87.5
50.7 34 21 7 75.0
41.2 20.6 13.4 4.2 75.1
44.3 23.5 13.9 4.6 75.1



Fig. 8. Surface rendered examples of a subset of the cases used for validation. Top row shows prone view. Bottom row shows supine view. Cases shown from left to right are:
9, 14 and 16.

Table 3
Fold labelling performance using the pair-wise costs only, with and without inverse consistency. The number of folds identified in the Reference Standard (RS) are shown along
with the number of algorithm output labels. From the intersection of the reference standard folds and the algorithm labelled folds, the number of correct hits and incorrect misses
are displayed along with the accuracy calculated from these.

Case RS points Pair-wise costs only Pair-wise costs with inverse consistency

Labels Hits Misses Accuracy (%) Labels Hits Misses Accuracy (%)

Fully distended
1 76 71 39 9 81.3 59 34 6 85.0
2 134 104 87 6 93.5 103 87 5 94.6
3 127 132 101 7 93.5 131 101 7 93.5
4 64 72 30 12 71.4 0 0 0 N/A
5 85 79 73 0 100.0 75 69 0 100.0
6 137 145 98 8 92.5 123 81 7 92.0
7 166 150 136 2 98.6 149 135 2 98.5
8 76 78 59 1 98.3 77 58 1 98.3
9 92 85 47 7 87.0 65 44 0 100.0
10 70 74 35 10 77.8 40 34 1 97.1
11 177 156 79 39 66.9 105 77 6 92.8
12 72 76 38 7 84.4 46 33 4 89.2
Subset mean 106.3 101.8 68.5 9.0 87.1 81.1 62.8 3.3 94.6

Collapsed
13 96 88 59 11 84.3 79 59 6 90.8
14 94 78 22 32 40.7 23 22 0 100.0
15 61 69 39 8 83.0 58 39 3 92.9
16 107 100 24 40 37.5 69 23 25 47.9
17 109 136 85 4 95.5 110 83 4 95.4
Subset mean 93.4 94.2 45.8 19.0 68.2 67.8 45.2 7.6 85.4
Total mean 102.5 99.6 61.8 11.9 81.5 77.2 57.6 4.5 91.8
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poor labelling accuracy with a mean of 44.2%, which is unsurpris-
ing since neighbouring haustral folds appear similar. Performance
by using the pair-wise cost function alone is considerably better
with mean accuracy of 81.6%. It is interesting to compare the
pair-wise cost function results with the full model: using the sub-
set of cases with a fully distended colon, mean accuracy only in-
creases from 87.1% to 90.1%, compared to the much larger
difference in the subset of cases exhibiting local colonic collapse
where mean accuracy increases from 68.2% to 79.4%. There are
two possible explanations: Firstly, the pair-wise cost function



Table 4
Fold labelling performance using the full MRF model, with and without inverse consistency. The number of folds identified in the Reference Standard (RS) are shown along with
the number of algorithm output labels. From the intersection of the reference standard folds and the algorithm labelled folds, the number of correct hits and incorrect misses are
displayed along with the accuracy calculated from these.

Case RS points Full model Full model with inverse consistency

Labels Hits Misses Accuracy (%) Labels Hits Misses Accuracy (%)

Fully distended
1 76 95 57 9 86.4 93 57 8 87.7
2 134 137 115 5 95.8 136 115 5 95.8
3 127 143 118 1 99.2 140 116 1 99.1
4 64 85 50 4 92.6 78 49 3 94.2
5 85 97 82 1 98.8 94 82 0 100.0
6 137 168 116 7 94.3 152 115 4 96.6
7 166 176 154 3 98.1 175 153 3 98.1
8 76 95 69 1 98.6 94 69 1 98.6
9 92 106 43 18 70.5 61 39 0 100.0
10 70 101 58 3 95.1 69 56 0 100.0
11 177 176 124 18 87.3 151 123 2 98.4
12 72 83 27 15 64.3 45 27 5 84.4
Subset mean 106.3 121.8 84.4 7.1 90.1 107.3 83.4 2.7 96.1

Collapsed
13 96 110 65 19 77.4 82 63 5 92.6
14 94 76 26 28 48.1 18 18 0 100.0
15 61 87 49 5 90.7 68 45 1 97.8
16 107 148 84 11 88.4 104 81 3 96.4
17 109 147 86 7 92.5 123 84 6 93.3
Subset mean 93.4 113.6 62.0 14.0 79.4 79.0 58.2 3.0 96.0
Total mean 102.5 119.4 77.8 9.1 86.9 99.0 76.0 2.8 96.1

Table 5
Comparison of the individual readers with the consensus reference standard. The number of folds identified in the consensus Reference Standard (RS) are shown along with the
number of reader output labels. From the intersection of the reference standard folds and the reader labelled folds, the number of correct hits and incorrect misses are displayed
along with the accuracy calculated from these.

Case RS points Reader 1 performance Reader 2 performance

Labels Hits Misses Accuracy (%) Labels Hits Misses Accuracy (%)

Fully distended
1 76 68 62 2 96.9 76 61 1 98.4
2 134 133 126 0 100.0 103 94 2 97.9
3 127 142 124 0 100.0 109 104 0 100.0
4 64 58 45 0 100.0 61 45 2 95.7
5 85 79 74 1 98.7 84 80 0 100.0
6 137 136 120 0 100.0 120 100 8 92.6
7 166 135 134 0 100.0 157 148 1 99.3
8 76 86 74 0 100.0 74 59 4 93.7
9 92 85 75 0 100.0 92 66 5 93.0
10 70 77 66 0 100.0 81 45 5 90.0
11 177 188 168 0 100.0 138 111 10 91.7
12 72 64 55 0 100.0 89 59 2 96.7
Subset mean 106.3 104.3 93.6 0.3 99.6 98.7 81.0 3.3 95.8

Collapsed
13 96 75 73 0 100.0 98 80 6 93.0
14 94 52 52 0 100.0 97 85 0 100.0
15 61 61 56 0 100.0 76 53 4 93.0
16 107 96 85 0 100.0 113 83 1 98.8
17 109 133 102 0 100.0 103 87 5 94.6
Subset mean 93.4 83.4 73.6 0.0 100.0 97.4 77.6 3.2 95.9
Total mean 102.5 98.1 87.7 0.2 99.7 98.3 80.0 3.3 95.8
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model will more likely converge to the correct solution when there
is similarity in the pattern of segmented folds in the 2D parameter-
ised space. In cases where local collapse is exhibited, the folds are
less likely to be segmented correctly and therefore the likelihood of
pattern similarity between the two acquisitions decreases. Sec-
ondly, the pair-wise cost function is more likely to converge on
the correct solution when there is a fully connected graph along
the entire colonic length. The local neighbourhood network of
edges that make up the graph structure in the MRF are discon-
nected where there is local collapse as the geometric relationships
between pairs of folds across this space cannot be as easily deter-
mined. This creates two subgraphs which may converge on the
incorrect labelling solution without the unary costs in place. The
inverse consistency constraint gives a better performance in terms
of accuracy for the unary cost only, pair-wise cost only, and full
model increasing accuracy from 44.3% to 75.1%, 81.5% to 91.8%,
and 86.9% to 96.1% respectively. This is however, achieved by
reducing the mean number of labels: from 106.2 to 23.5, 99.6 to
77.2, and in the case of the full model from 119.4 to 99.0. It is of
interest to note that applying the pair-wise only model with



Table 6
Comparison of the third reader and algorithm output with the consensus reference standard. The number of folds identified in the consensus Reference Standard (RS) are shown
along with the number of reader/algorithm output labels. From the intersection of the reference standard folds and the reader/algorithm labelled folds, the number of correct hits
and incorrect misses are displayed along with the accuracy calculated from these.

Case RS points Reader 3 performance Algorithm performance

Labels Hits Misses Accuracy (%) Labels Hits Misses Accuracy (%)

Fully distended
1 76 70 60 2 96.8 93 57 8 87.7
2 134 113 108 0 100.0 136 115 5 95.8
3 127 102 94 0 100.0 140 116 1 99.1
4 64 55 52 0 100.0 78 49 3 94.2
5 85 94 82 1 98.8 94 82 0 100.0
6 137 97 89 1 98.9 152 115 4 96.6
7 166 136 125 1 99.2 175 153 3 98.1
8 76 62 60 2 96.8 94 69 1 98.6
9 92 60 55 0 100.0 61 39 0 100.0
10 70 72 63 1 98.4 69 56 0 100.0
11 177 137 121 6 95.3 151 123 2 98.4
12 72 76 63 1 98.4 45 27 5 84.4
Subset mean 106.3 89.5 81.0 1.3 98.5 107.3 83.4 2.7 96.1

Collapsed
13 96 75 72 0 100.0 82 63 5 92.6
14 94 67 44 15 74.6 18 18 0 100.0
15 61 63 52 3 94.5 68 45 1 97.8
16 107 84 79 0 100.0 104 81 3 96.4
17 109 86 77 1 98.7 123 84 6 93.3
Subset mean 93.4 75.0 64.8 3.8 93.6 79.0 58.2 3.0 96.0
Total mean 102.5 85.2 76.2 2.0 97.1 99.0 76.0 2.8 96.1

Fig. 9. Normalised distributions of labelled folds with respect to normalised centreline distance (caecum at 0, rectum at 1) in the reference standard (left) and the MAP
labelling (right).

Table 7
Summary of mean values from Tables 2–4 with respect to case feature and cost function used.

Case feature Cost function RS points Labels Hits Misses Accuracy (%)

Fully distended Unary only 106.3 106.3 29.9 38.1 45.5
Unary with IC 106.3 24.7 14.2 4.8 75.1
Pair-wise only 106.3 101.8 68.5 9.0 87.1
Pair-wise with IC 106.3 81.1 62.8 3.3 94.6
Full model 106.3 121.8 84.4 7.1 90.1
Full model with IC 106.3 107.3 83.4 2.7 96.1

Collapsed Unary only 93.4 107.8 25.2 36.4 41.2
Unary with IC 93.4 20.6 13.4 4.2 75.1
Pair-wise only 93.4 94.2 45.8 19.0 68.2
Pair-wise with IC 93.4 67.8 45.2 7.6 85.4
Full model 93.4 113.6 62.0 14.0 79.4
Full model with IC 93.4 79.0 58.2 3.0 96.0

Total Unary only 102.5 106.2 28.5 37.6 44.3
Unary with IC 102.5 23.5 13.9 4.6 75.1
Pair-wise only 102.5 99.6 61.8 11.9 81.5
Pair-wise with IC 102.5 77.2 57.6 4.5 91.8
Full model 102.5 119.4 77.8 9.1 86.9
Full model with IC 102.5 99.0 76.0 2.8 96.1
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Table 8
Mean fold registration error (mm) for each of the validation cases. Results are shown
individually for the full registration with the Linear Scaling Initialisation with
Intensity Based Registration (LSI w/ IBR) and the new B-Spline Initialisation (BSI) with
and without subsequent IBR.

Case LSI w/ IBS BSI w/o IBS BSI w/ IBS

Fully distended
1 6.9 7.1 6.4
2 6.9 7.4 5.4
3 4.6 5.4 4.5
4 9.2 4.3 4.3
5 5.0 4.4 5.1
6 3.5 4.6 3.6
7 5.0 5.5 5.0
8 5.2 6.0 4.9
Subset mean 5.8 5.6 4.9
Subset Std 1.7 1.1 0.8

Previously excluded cases
9 48.1 18.8 9.1
10 12.9 9.0 7.8
11 19.7 9.9 5.8
12 14.2 9.9 6.8
Subset mean 23.7 11.9 7.4
Subset Std 14.3 4.0 1.2

Collapsed
13 27.5 14.9 11.7
14 4.8 12.2 5.7
15 5.1 9.5 5.0
16 17.4 8.1 5.9
17 6.2 6.7 5.4
Subset mean 12.2 10.3 6.7
Subset Std 8.9 3.0 2.5

Total mean 11.9 8.5 6.0
Total Std 11.1 3.8 1.9
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inverse consistency to case 4 gives no labels, as when running algo-
rithm (prone to supine, supine to prone) it converges on entirely
different solutions. Also, using the full model with inverse consis-
tency gives a 29% increase in the mean number of output labels
compared to using pair-wise cost only.

In Tables 5 and 6 the performance of the algorithm is compared
to the performance of the individual readers. It is clear that the
algorithm achieves a very similar level of mean accuracy at 96.1%
compared to the mean reader accuracy of 97.5%. It also labels a
similar mean number of folds at 99.0 per case, compared to the
mean reader number of folds at 93.9 per case.

To analyse the distributions of fold labelling in the reference
standard and in the output of the algorithm, areas of the colon have
been discretised with respect to the normalised centreline distance
Fig. 10. External surface renderings of the transverse colon in the supine image of c
corresponding points transformed from the prone view (green) and shown using the resu
show the Euclidean distance error. (For interpretation of the references to colour in this
and the distribution of labelled folds expressed as a percentage of
total folds in that region. Fig. 9 shows that the percentage of la-
belled folds in the reference standard (total 58.5%) and in the algo-
rithm output (total 56.5%) follow similar distributions, with a
higher confidence of fold labelling in the caecum (at 0.0) and rec-
tum (at 1.0), and lower in the transverse and descending colon.
This is due to less ambiguity in the positions of corresponding
haustral folds at the terminations of the colon as a result of a re-
duced level of deformation and more straightforward identification
of stable anatomical landmarks for which the relative positions of
folds can be located.

4.3. Full surface registration

Registration error was assessed by performing the full surface
registration using the Linear Scaling Initialisation with Intensity
Based Registration (LSI w/ IBR) and the new B-Spline Initialisation
(BSI) with and without subsequent IBR using the same cases and
reference standard as in Section 4.2. Results are shown in Table
8. It is clear that the BSI w/ IBR method outperforms both the BSI
w/o IBR and LSI w/ IBR registration methods with a mean Euclidean
error of 6.0 mm (±1.9 mm), compared to 8.5 mm (±3.8 mm) and
11.9 mm (±11.1 mm) respectively. Using a Related Samples Wilco-
xon Signed Rank Test on the Euclidean error of all 1743 fold pairs
in the final reference standard, the differences in error between the
BSI w/o IBR and LSI w/ IBR, BSI w/ IBR and BSI w/o IBR, and BSI w/
IBR and LSI w/ IBR methods are statistically significant with
p = 0.043, p < 0.001 and p < 0.001 respectively.
5. Conclusions

We present a novel method for establishing correspondence be-
tween two CT colonography acquisitions with the patient in prone
and supine positions. First, haustral folds are segmented with a
graph-cut method applied to a triangular mesh representation of
the colonic lumen segmentation. The method uses depth map
images to drive a virtual camera optimisation to provide a unary
cost value for the matching of folds between the two views. An
additional pair-wise cost function compares the geometric rela-
tionship between pairs of haustral folds in the prone and supine
CTC images. A parametrisation of the image space exploits the qua-
si-cylindrical form of the colon and simplifies the description of
this geometric relationship by reducing the dimensionality from
3D to 2D. The problem is modelled using a Markov Random Field,
and a Belief Propagation algorithm used to estimate the optimal
labelling. This process can establish an accurate correspondence
ase 16. The set of reference standard points in the supine view (blue) and the
lts from the LSI w/ IBS (left) and BSI w/ IBS (right) registration methods. The red lines

figure legend, the reader is referred to the web version of this article.)
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between the a set of positions in the two views even in cases where
endoluminal collapse occurs, which is very common in clinical
practice. We have also given an example of how this method can
be applied to initialise a dense intensity-based registration
technique, in this case a surface-based method, and show that it
significantly reduces mean registration error. While the inten-
sity-based registration method alone can be susceptible to misreg-
istration by one or more haustral folds (Fig. 10), or by a degree of
rotation around the tenaie coli, the new composite method defends
against this problem by using a landmark-based initialisation.
Moreover, the initialisation could be generalisable to other regis-
tration methods.

The work flow presented is fully automated, taking as input a
prone and supine colon lumen segmentation, and in disconnected
cases, the ordering of those segments. The consistency of results
across cases exhibiting varying characteristics indicates that the
composite method is more robust than those previously reported,
especially in more ‘difficult’ cases showing marked differences in
distension, or exhibiting areas of endoluminal collapse. This situa-
tion is very common in routine practice and algorithms must be
able to cope in order to have clinical utility.

Although algorithm performance is similar for both well-dis-
tended cases and those cases exhibiting one or more areas of end-
oluminal collapse, the number of identified corresponding folds
can decrease. In future work we will investigate inclusion of an
additional unary prior based on the relative location of stable ana-
tomical landmarks to aid MRF convergence and increase the num-
ber of output correspondences in difficult cases. The current
method relies on manual ordering of collapsed segments, so a pro-
posed extension will automatically find their order using the same
MRF model. It would also be interesting to investigate an interac-
tive system such that landmark points could be selected manually
on the virtual colonoscopic views, and used in the MRF optimisa-
tion. We will also research MRF optimisation schemes that include
the inverse consistency constraint directly in the optimisation,
rather than after algorithm convergence.

To conclude, we have presented a novel method for matching
haustral folds between prone and supine CT colonography acquisi-
tion. We give an example of how this may be used to improve the
results of a full surface-based registration by validation using a set
of 1743 reference standard points over 17 patient cases exhibiting
a variety of characteristics.
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