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Abstract

In orderto analysetiming in musicalperformance,it is necessaryto develop
reliableandefficientmethodsof deriving musicaltiming information(e.g.tempo,
beatand rhythm) from the physical timing of audio signalsor MIDI data. We
reportthe resultsof an experimentin which subjectswereasked to mark thepo-
sitionsof beatsin musicalexcerpts,usinga multimediainterfacewhich provides
variousforms of audio and visual feedback. Six experimentalconditionswere
tested,which involveddisablingvariouspartsof thesystem’s feedbackto theuser.
Even in extremecasessuchasno audiofeedbackor no visual feedback,subjects
wereoftenableto find theregularitiescorrespondingto themusicalbeat.In many
cases,the subjects’placementof markerscorrespondedclosely to the onsetsof
on-beatnotes(accordingto the score),but the beatsequencesweremuchmore
regular thanthe correspondingnoteonsettimes. The form of feedbackprovided
by the systemhada significanteffect on the chosenbeattimes: visual feedback
encourageda closeralignmentof beatswith notes,whereasaudiofeedbackled to
asmootherbeatsequence.

1 Introduction

Beatextractioninvolvesfinding thetimesof beatsin a musicalperformance,which is
oftendoneby subjectstappingor clappingin time with themusic(Drake et al., 2000;
Repp,2001).Sequencesof beattimesgeneratedin this way representa mixtureof the
listeners’perceptionof themusicwith theirexpectations,sincefor eachbeatthey must
makeacommitmentto tapor clapbeforethey hearany of themusicaleventsoccurring
onthatbeat.This typeof beattrackingis causal(theoutputof thetaskdoesnotdepend
onany futureinputdata)andpredictive(theoutputattime t is apredeterminedestimate
of theinputat t).

However, in studiesof expressivetiming, theaimis to investigateproductionrather
than perceptionof timing, that is, independentlyof the listeners’expectations. To
someextent, expressive timing is preciselythesedifferencesin timing betweenthe
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performanceandthelisteners’expectations.Thereforeit is necessaryto useadifferent
approachfor beatextraction: the eventswhich occuron musicalbeatsare identified
(often they areexplicitly determinedby the musicalscore),andthe sequenceof beat
times are generatedfrom the onsetsof theseevents. In this study we examinethe
methodologyof this secondtask,which is non-predictive andnon-causal(the choice
of a beattime can be affectedby eventsoccurringlater in time). In particular, we
examinetherolesof visualandauditoryfeedbackandestimatethebiasinducedby the
feedbackandtheprecisionof this typeof beatextraction.

Thesubjectsweretrainedto usea computerprogramfor labelling thebeatsin an
expressive musicalperformance.The programprovidesa multimediainterfacewith
several typesof visualandauditoryfeedbackwhich assiststhesubjectsin performing
beatlabelling.This interface,built asacomponentof a tool for theanalysisof expres-
sive performancetiming (Dixon, 2001b),providesa graphicalrepresentationof both
audioandsymbolicforms of musicaldata. Audio datais representedasa smoothed
amplitudeenvelopewith detectednoteonsetsoptionally marked on the display, and
symbolic (e.g. MIDI) datais shown in piano roll notation. The usercan thenadd,
adjustand deletemarkers representingthe times of musicalbeats. The time dura-
tions betweenadjacentpairsof markers is thenshown on the display. At any time,
the usercanlisten to the performancewith or without an additionalpercussiontrack
representingthe currently chosenbeattimes. The musicaldatausedfor this study
areexcerptsof Mozartpianosonatasplayedby a professionalpianiston Bösendorfer
SE290computer-monitoredgrandpiano.

This investigation examinesthe precisionobtainablewith the useof this tool un-
der variousconditionsof disablingpartsof the visual or auditoryfeedbackprovided
by thesystem.We determinethe influenceof thevariousrepresentationsof data(the
amplitudeenvelope,theonsetmarkers,theinter-beattimes,andtheauditoryfeedback)
on both the precisionandthe smoothnessof beatsequences,andevaluatethe differ-
encesbetweenthesebeattimes to the onsettimesof corresponding‘on-beat’ notes.
Finally, we discussthe significanceof thesedifferencesin the analysisof expressive
performancetiming.

2 Aims

The interactive beattrackingandvisualisationsystem(Dixon, 2001a,b)is beingde-
velopedaspart of a projectusingartificial intelligencemethodsto extract modelsof
expressivemusicperformancefrom humanperformancedata(Widmer, 2001a,b).The
systemis beingusedto preprocessthe performancedata(audioor MIDI data)into a
form thata suitablefor higherlevel analysisusingmachinelearninganddatamining
algorithms.Thisexperimentwasformulatedasapilot studyto examinetheroleof the
userinterfacein this task,andto estimatethe precisionandany biasof usingsucha
tool.
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3 Method

A groupof 6 musicallytrainedandcomputerliteratesubjectswerepaidto participate
in theexperiment.They hadanaverageageof 27 years(range23–29)andanaverage
of 13 yearsof musicalinstruction(range7–20).They wereinformedthatthey wereto
useacomputerprogramto markthetimesof eachbeatin anumberof musicalexcerpts
(accordingto their own perceptionof thebeat),afterbeinggivendetailedinstructions
on theuseof theprogram.

The programdisplaysthe input dataaseitheronsettimes,pianoroll notationor
amplitudeenvelope(Figures1 – 4), and the mouseis usedto add, deleteor move
markersrepresentingtheperceivedtimesof musicalbeats.Audio feedbackis givenin
the form of theoriginal input dataaccompaniedby a percussioninstrumentsounding
at theselectedbeattimes.

The experimentconsistedof six conditions,relatingto the type of audioandvi-
sual feedbackprovided by the systemto the user. For eachcondition,threemusical
excerptsof approximately15 secondseachwereused.Theexcerptsweretakenfrom
performancesof Mozart pianosonatasby a professionalViennesepianist: K331, 1st
movement,bars1–4;K281,3rd movement,bars8–17;andK284,3rdmovement,bars
35–42.Theexcerptswerechosenon thebasisof their having largelocal tempodevia-
tions,andtheexistenceof datafrom a listeningexperimentperformedusingthesame
excerpts(Cambouropouloset al., 2001).

Theexperimentwasperformedin 2 sessionsof approximately3 hourseach.Each
sessiontested3 experimentalconditionswith eachof threeexcerpts.It wasattempted
to designtheexperimentto minimiseany carry-over(memory)effect for thepiecesbe-
tweenconditions.In eachsession,thefirst conditionprovidedaudio-onlyfeedback,the
secondprovidedvisual-onlyfeedback,andthethird conditionprovideda combination
of audioandvisualfeedback.

Condition1 providedtheuserwith novisualrepresentationof theinputdata.Only
a time line, thelocationsof user-enteredbeatsandthetimesbetweenbeats(inter-beat
intervals)wereshown on thedisplay(figure1). Thelackof visualfeedbackforcedthe
userto rely on theaudiofeedbackto positionthebeatmarkers.

Condition2 testedwhethera visual representationaloneprovidedsufficient infor-
mationto detectbeats.Theaudiofeedbackwasdisabled,andonly theonsettimesof
notesweremarked on the display(figure 2). The subjectsweretold that the display
representeda musicalperformance,andthat they shouldtry to infer thebeatvisually
from thepatternsof noteonsettimes.

Condition3 testedthenormaloperationof thebeatvisualisationsystemusingMIDI
data. The noteswere shown in piano-roll notation(figure 3), with the onsettimes
markedunderneathasin condition2.

Condition4 wasidenticalwith condition1, exceptthattheinter-beatintervalswere
not displayed.This wasdesignedto testwhethersubjectsmadeuseof thesenumbers
in judgingbeattimes.

Condition5 repeatedthe displayin piano-roll notationasin condition3, but this
time with audiofeedbackdisabledasin condition2.

Finally, condition6 testedthe normaloperationof the beatvisualisationsystem
usingaudiodata.A smoothedamplitudeenvelope(10msresolutionwith 50%overlap)
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Figure1: Screenshotof the beatvisualisationsystemwith visual feedbackdisabled.
The beat times are shown as vertical lines, and the inter-beat intervals are marked
betweenthelinesat thetopof thefigure.

wasdisplayed(figure4), andaudiofeedbackwasenabled.

4 Results

From the selectedbeattimes, the inter-beatintervals werecalculated,aswell as the
differencebetweenthe beattimesandthe correspondingperformednoteswhich are
notatedasbeingon thebeat(theperformed beat times). For eachbeat,theperformed
beattime wastakento betheonsettime of thehighestpitch notewhich is on thatbeat
accordingto thescore.Wherenosuchnoteexisted,linearinterpolationwasperformed
betweenthe nearestpair of surroundingon-beatnotes. The performedbeatcan be
computedat variousmetrical levels (e.g. half note,quarternote,eighthnotelevels).
We call themetricallevel definedby thedenominatorof thetime signaturethedefault
metrical level, which wasthe level thatsubjectswereinstructedto usein performing
theexperiment.

We saythat thesubjectmarked thebeatsuccessfullyif thechosenbeattimescor-
respondedreasonablycloselyto the performedbeattimes,specificallyif the greatest
differencewaslessthanhalf theaverageIBI, andtheaverageabsolutedifferencewas
lessthanonequarterof theIBI. Figure5 showsthenumberof successfullymarkedex-
cerptsat thedefault metricallevel for eachcondition. Thefollowing resultsandmost
of thegraphsuseonly thesuccessfullymarkeddata.

Thefirst graphsshow theeffectof conditiononthebeattimesfor theexcerptsfrom
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Figure2: Screenshotof thebeatvisualisationsystemshowing thenoteonsettimesas
shortverticallines.

Figure 3: Screenshot of the beatvisualisationsystemshowing MIDI input datain
pianoroll notation,with onsettimesmarkedunderneath.
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Figure4: Screenshotof thebeatvisualisationsystemshowing theacousticwaveform
asa smoothedamplitudeenvelope.

Excerpt Condition Total
1 2 3 4 5 6

K331 3 0 6 5 4 4 22
K284 1 1 2 2 2 3 11
K281 4 4 5 4 4 4 25
Total 8 5 13 11 10 11 58

Figure5: Numberof subjectswhosuccessfullymarkedeachexcerptfor eachcondition
(at thedefault metricallevel).
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Figure6: Inter-beatintervals from onesubjectfor the K331 excerpt. The black line
(SF)is theinter-beatintervalsof performednotes.

K331 (figure6), K284 (figure7) andK281 (figure8), shown for 3 differentsubjects.
In eachof thesecases,thebeatwassuccessfullylabelled.Thenotablefeaturesof these
graphsarethat thetwo audio-onlyconditionshave a muchsmoothersequenceof beat
timesthanthe conditionswhich gave visual feedback.This is alsoconfirmedby the
standarddeviationsof theinter-beatintervals(figure9),whicharelowestfor conditions
1 and4.

Anotherobservationfrom figure9 is foundby comparingconditions1 and4. The
only differencein theseconditionsis that the inter-beatintervals werenot displayed
in condition4, which shows that thesenumbersareused,by somesubjectsat least,
to adjustbeatsto make thebeatsequencemoreregular thanif attemptedby listening
alone.

Thenext setof graphsshowsdifferencesbetweensubjectsfor thesameconditions.
Figure10 shows thatwhile all subjectsfollow the basicshapeof the tempochanges,
they preferdifferingamountsof smoothingof thebeatrelativeto theperformedonsets.
Figure11 shows thedifferencesin onsettimesbetweenthechosenbeattimesandthe
performedbeattimes. Thefact thatsomesubjectsremainmostlyon thepositive side
of the graph,and othersmostly negative, suggeststhat someprefer a lagging click
track,andothersa leadingclick track(Prögler,1995),or at leastthatsubjectsaremore
sensitive to the tempothanthe absoluteonsettimes. This effect is muchstrongerin
thecaseswithout visual feedback(figure12),wherethereis no visualcueto align the
beatsequenceswith the performedmusic. The effect canbe explainedby auditory
streaming(Bregman,1990),which predictsthat the difficulty of judging the relative
timing of two sequencesincreaseswith differencesin the sequences’propertiessuch
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Figure7: Inter-beatintervalsfrom onesubjectfor theK284 excerpt.
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Figure8: Inter-beatintervalsfrom onesubjectfor theK281 excerpt.
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Excerpt Condition All Performed
1 2 3 4 5 6

K331 35 – 59 43 68 56 53 72
K284 17 68 26 22 44 27 32 47
K281 18 29 28 22 31 25 26 31
All 24 37 42 32 48 37 37 50

Figure9: Standarddeviationsof inter-beatintervals(in ms),averagedacrosssubjects,
for excerptsmarkedsuccessfullyat thedefault metricallevel.
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Figure10: Comparisonby subjectof inter-beatintervalsfor theK331excerpt.

astimbre,pitchandspatiallocation.
Thenext setof graphsshow thatevenwithout hearinga musicalperformance,it is

possibleto seepatternsin thetiming of noteonsets,andinfer regularitiescorresponding
to the beat. It wasnoticeablefrom the resultsthat by disablingaudiofeedbackthere
is morevariationin thechoiceof metricallevel. Figures13 and14 show successfully
markedexcerptsfor conditions2 and5 respectively. Particularlyin thelattercaseit can
beseenthatwithoutaudiofeedback,subjectsdonotperformnearlyasmuchsmoothing
of thebeat(comparewith figure10).

Finally, wecomparethepresentationof visualfeedbackin audioandMIDI formats.
Clearly the MIDI (piano roll) format providesmorehigh-level information than the
audio(amplitudeenvelope)format. For somesubjectsthis madea largedifferencein
thewaythey performedbeattracking(figure15),whereasfor others,it madevery little
differenceat all (figure16). This mayberelatedto thefamiliarity of thesubjectswith
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Figure11: Beattimesrelative to performednotes.Differencesaremostlyunder50ms,
with somesubjectslagging,othersleadingthebeat.
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Figure12: Beattimesrelative to performednotesfor a testwith no visual feedback.
Subjectsappearto bebetterat estimatingthe tempothanaligning thebeatswith per-
formednotes.
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Figure13: A beatcanbefoundfrom just avisualpatternof onsettimes.
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Figure14: Markingbeatsonpianoroll notationwith noaudiofeedback.Withoutaudio
feedback,thereis muchlesssmoothingof thebeat.
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Figure15: The differencebetweentwo typesof visual feedback(pianoroll notation
andamplitudeenvelope)for onesubject.Thepianoroll notationassiststhesubjectin
following local tempochanges.

this typeof data,whichvariedgreatly.

5 Conclusions

Althoughthis experimentis only a pilot study, a numberof observationscanbemade
from this experimentabout the perceptionof beatand the beat labelling interface.
Firstly, even in the extremeconditionswithout visual or audio feedback,it is possi-
ble to find regularitiescorrespondingto the notatedmusicalbeat,althoughthis task
becomesmoredifficult asfeedbackis reduced.

Secondly, subjectsappearto prefera beatthat is smootherthantheonsettimesof
theperformedon-beatnotes.This is in agreementwith a recentlisteningtestwith ar-
tificially generatedbeatsequencesusingthesamemusicalexcerpts(Cambouropoulos
et al., 2001). In almostall cases,the beatsequencesweresmoother(asmeasuredby
standarddeviation of inter-beatintervals) thantheperformednotes,but theamountof
smoothingvariedgreatlywith thefeedbackprovidedby theuserinterface.Whenusers
hadexplicit accessto noteonsettimes, the beattimeswerechosenmostly to corre-
spondto thesetimes,but without this information,thebeattimesreflectedmoreof an
averagethananinstantaneoustempo.

No numericalanalysisof significancehasbeenperformedwith this datayet; it is
plannedfirst to extendthe study to a larger setof subjectsandthenperformfurther
analysis.Furtherwork is alsorequiredto assessthe utility of the graphicalinterface
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Figure16: This subjectdoesnot seemto beinfluencedby thedifferencebetweentwo
typesof visualfeedback(comparewith previousfigure).

for performingbeatextraction,particularlyfrom audiodata.It is not yet clearto what
extent this tool could be usedin expressive performanceresearch,that is, whetherit
providessufficient precisionto capturethefeaturesof interestin aperformance.
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