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Abstract

In orderto analysetiming in musicalperformanceijt is necessaryo develop
reliableandefficient method=f deriving musicaltiming information(e.g.tempo,
beatand rhythm) from the physical timing of audio signalsor MIDI data. We
reportthe resultsof an experimentin which subjectswereaslkedto markthe po-
sitionsof beatsin musicalexcerpts,usinga multimediainterfacewhich provides
variousforms of audio and visual feedback. Six experimentalconditionswere
testedwhichinvolveddisablingvariouspartsof the systems feedbacko the user
Evenin extremecasessuchasno audiofeedbackor no visual feedback subjects
wereoftenableto find the regularitiescorrespondingo the musicalbeat.In mary
casesthe subjects’placementof markers correspondedatiosely to the onsetsof
on-beatnotes(accordingto the score),but the beatsequencesvere much more
regular thanthe correspondingote onsettimes. The form of feedbackprovided
by the systemhada significanteffect on the chosenbeattimes: visual feedback
encourageé closeralignmentof beatswith notes,whereasaudiofeedbacKed to
asmoothebeatsequence.

1 Introduction

Beatextractioninvolvesfinding the timesof beatsin a musicalperformancewhichis
oftendoneby subjectgappingor clappingin time with the music(Drake et al., 2000;
Repp,2001). Sequencesf beattimesgeneratedn this way represena mixture of the
listeners’perceptiorof themusicwith their expectationssincefor eachbeatthey must
make acommitmento tapor clapbeforethey hearary of the musicaleventsoccurring
onthatbeat. Thistypeof beattrackingis causalthe outputof thetaskdoesnotdepend
onary futureinputdata)andpredictive (theoutputattimet is apredetermineéstimate
of theinputatt).

However, in studiesof expressvetiming, theaimis to investigateproductionrather
than perceptionof timing, thatis, independentlyof the listeners’ expectations. To
someextent, expressie timing is preciselythesedifferencesin timing betweenthe



performancandthelisteners’expectationsTherefordt is necessaryo usea different
approachfor beatextraction: the eventswhich occuron musicalbeatsare identified
(oftenthey areexplicitly determinedoy the musicalscore),andthe sequencef beat
times are generatedrom the onsetsof theseevents. In this study we examinethe
methodologyof this secondtask, which is non-predictve and non-causa(the choice
of a beattime can be affectedby eventsoccurringlater in time). In particular we
examinetherolesof visualandauditoryfeedbaclandestimatehebiasinducedby the
feedbackandthe precisionof this type of beatextraction.

The subjectsweretrainedto usea computemprogramfor labelling the beatsin an
expressve musicalperformance.The programprovides a multimediainterfacewith
severaltypesof visualandauditoryfeedbackwhich assistdhe subjectdn performing
beatlabelling. Thisinterface,built asa componenbf atool for theanalysisof expres-
sive performancdiming (Dixon, 2001b),providesa graphicalrepresentatiomf both
audioand symbolicforms of musicaldata. Audio datais represente@dsa smoothed
amplitudeervelopewith detectednote onsetsoptionally marked on the display and
symbolic (e.g. MIDI) datais shavn in pianoroll notation. The usercanthenadd,
adjustand deletemarkers representinghe times of musicalbeats. The time dura-
tions betweenadjacentpairs of markersis thenshavn on the display At ary time,
the usercanlisten to the performancewith or without an additionalpercussiortrack
representinghe currently chosenbeattimes. The musicaldatausedfor this study
areexcerptsof Mozart pianosonataplayedby a professionapianiston Bésendorfer
SE290computermonitoredgrandpiano.

This investigation examinesthe precisionobtainablewith the useof this tool un-
dervariousconditionsof disablingpartsof the visual or auditory feedbackprovided
by the system.We determinethe influenceof the variousrepresentationsf data(the
amplitudeervelope theonsetmarkers,theinter-beattimes,andthe auditoryfeedback)
on both the precisionand the smoothnessf beatsequencesand evaluatethe differ-
encesbetweenthesebeattimesto the onsettimes of correspondingon-beat’ notes.
Finally, we discussthe significanceof thesedifferencesn the analysisof expressve
performanceiming.

2 Aims

The interactve beattracking and visualisationsystem(Dixon, 2001a,b)is being de-
velopedaspartof a projectusingartificial intelligencemethodsto extract modelsof
expressve musicperformancdrom humanperformancelata(Widmer, 2001a,b).The
systemis beingusedto preprocesshe performancedata(audioor MIDI data)into a
form thata suitablefor higherlevel analysisusingmachinelearninganddatamining
algorithms.This experimentwasformulatedasa pilot studyto examinetherole of the
userinterfacein this task,andto estimatethe precisionandary biasof usingsucha
tool.



3 Method

A groupof 6 musicallytrainedandcomputeriterate subjectswverepaidto participate
in the experiment.They hadan averageageof 27 years(range23—29)andan average
of 13 yearsof musicalinstruction(range7—20). They wereinformedthatthey wereto
usea computemprogramto markthetimesof eachbeatin anumberof musicalexcerpts
(accordingto their own perceptiorof the beat),after beinggiven detailedinstructions
ontheuseof the program.

The programdisplaysthe input dataas eitheronsettimes, pianoroll notationor
amplitudeenvelope (Figures1 — 4), and the mouseis usedto add, deleteor move
markersrepresentinghe percevedtimesof musicalbeats.Audio feedbackis givenin
the form of the original input dataaccompaniedby a percussiorinstrumentsounding
attheselectedeattimes.

The experimentconsistedof six conditions,relatingto the type of audioand vi-
sualfeedbackprovided by the systemto the user For eachcondition,threemusical
excerptsof approximatelyl5 secondsachwereused. The excerptsweretaken from
performance®f Mozart pianosonatady a professionaViennesepianist: K331, 1st
movementbarsl—4;K281, 3rd movement bars8—17;andK284, 3rd movementbars
35-42.Theexcerptswerechoseron the basisof their having largelocal tempodevia-
tions,andthe existenceof datafrom alisteningexperimentperformedusingthe same
excerpts(Cambouropoulostal., 2001).

The experimentwasperformedn 2 session®f approximately3 hourseach.Each
sessiortested3 experimentalconditionswith eachof threeexcerpts.It wasattempted
to designtheexperimento minimiseary carry-ozer (memory)effectfor thepieceshe-
tweenconditions.In eachsessionthefirst conditionprovidedaudio-onlyfeedbackthe
secondorovidedvisual-onlyfeedbackandthethird conditionprovideda combination
of audioandvisualfeedback.

Condition1 providedthe userwith no visualrepresentatioof theinputdata.Only
atime line, the locationsof userenterecbeatsandthetimesbetweerbeats(inter-beat
intenvals)wereshavn onthedisplay(figure 1). Thelack of visualfeedbackorcedthe
userto rely ontheaudiofeedbacko positionthe beatmarkers.

Condition?2 testedwhethera visual representatiomloneprovided sufficient infor-
mationto detectbeats.The audiofeedbackwasdisabled andonly the onsettimesof
noteswere marked on the display (figure 2). The subjectsweretold thatthe display
represente@ musicalperformanceandthatthey shouldtry to infer the beatvisually
from the patternsof noteonsettimes.

Condition3 testedhenormaloperatiorof thebeatvisualisatiorsystenusingMIDI
data. The noteswere shavn in piano-roll notation (figure 3), with the onsettimes
marked underneatfasin condition?2.

Condition4 wasidenticalwith condition1, exceptthattheinter-beatintervalswere
not displayed.This wasdesignedo testwhethersubjectamadeuseof thesenumbers
in judgingbeattimes.

Condition5 repeatedhe displayin piano-roll notationasin condition3, but this
time with audiofeedbackdisabledasin condition2.

Finally, condition 6 testedthe normal operationof the beatvisualisationsystem
usingaudiodata.A smoothedamplitudeenvelope(10msresolutionwith 50%overlap)



EXY 2's 3lo 3ls alo als

New Play

Clear Stop.

Save Beats Quit

Figure 1: Screenshotof the beatvisualisationsystemwith visual feedbackdisabled.
The beattimes are shovn as vertical lines, and the inter-beatintervals are marked
betweerthelinesatthetop of thefigure.

wasdisplayed(figure4), andaudiofeedbackvasenabled.

4 Results

From the selectedbeattimes, the inter-beatintervals were calculated,aswell asthe
differencebetweenthe beattimes andthe correspondingerformednoteswhich are
notatedasbeingon the beat(the performed beat times). For eachbeat,the performed
beattime wastakento bethe onsettime of the highestpitch notewhich is onthatbeat
accordingo the score.Whereno suchnoteexisted,linearinterpolatiorwasperformed
betweenthe nearestpair of surroundingon-beatnotes. The performedbeatcanbe
computedat variousmetricallevels (e.g. half note,quarternote, eighth notelevels).
We call the metricallevel definedby the denominatoof the time signaturethe default
metrical level, which wasthe level that subjectswereinstructedto usein performing
theexperiment.

We saythatthe subjectmarked the beatsuccessfullyif the choserbeattimescor
respondedeasonablycloselyto the performedbeattimes, specificallyif the greatest
differencewaslessthanhalf the averagelBl, andthe averageabsolutedifferencewas
lessthanonequarterof thelBl. Figure5 shavsthenumberof successfullymarked ex-
cerptsat the default metricallevel for eachcondition. Thefollowing resultsandmost
of thegraphsuseonly the successfullymarkeddata.

Thefirst graphsshow theeffect of conditiononthe beattimesfor theexcerptsfrom
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Figure2: Screershotof the beatvisualisationsystemshaowving the noteonsettimesas
shortverticallines.
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Figure 3: Screenshotof the beatvisualisationsystemshaving MIDI input datain
pianoroll notation,with onsettimesmarked underneath.
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Figure4: Screershotof the beatvisualisationsystemshaving the acoustiowaveform
asasmoothecamplitudeernvelope.

Excerpt Condition Total
1 2 3 4 5 6

K331 3 0 6 5 4 4 22

K284 11 2 2 2 3 11

K281 4 4 5 4 4 4 25

Total 8 5 13 11 10 11| 58

Figure5: Numberof subjectavho successfullynarkedeachexcerptfor eachcondition
(atthe default metricallevel).
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Figure6: Inter-beatintervals from onesubjectfor the K331 excerpt. The blackline
(SF)is theinter-beatintervals of performednotes.

K331 (figure 6), K284 (figure 7) and K281 (figure 8), shavn for 3 differentsubjects.
In eachof thesecasesthe beatwassuccessfullyabelled. Thenotablefeaturesof these
graphsarethatthe two audio-onlyconditionshave a muchsmoothersequencef beat
timesthanthe conditionswhich gave visual feedback.This is also confirmedby the
standardleviationsof theinter-beatintenals(figure9), whicharelowestfor conditions
1l and4.

Anotherobsenrationfrom figure 9 is found by comparingconditions1 and4. The
only differencein theseconditionsis that the inter-beatintervals were not displayed
in condition4, which shavs that thesenumbersare used,by somesubjectsat least,
to adjustbeatsto make the beatsequencenoreregularthanif attemptedoy listening
alone.

Thenext setof graphsshaws differencedetweersubjectdor the sameconditions.
Figure 10 shavs that while all subjectsfollow the basicshapeof thetempochanges,
they preferdifferingamountf smoothingof thebeatrelative to theperformedonsets.
Figure1l shaws the differencesn onsettimesbetweenhe choserbeattimesandthe
performedbeattimes. The factthat somesubjectsemainmostly on the positive side
of the graph, and othersmostly negative, suggestshat someprefer a lagging click
track,andothersaleadingclick track (Progler,1995),or atleastthatsubjectsaremore
sensitve to the tempothanthe absoluteonsettimes. This effect is much strongerin
the caseswithout visualfeedbacl(figure 12), wherethereis no visual cueto align the
beatsequencesvith the performedmusic. The effect canbe explainedby auditory
streaming(Bregman,1990), which predictsthat the difficulty of judging the relative
timing of two sequencegcreasewith differencesn the sequencespropertiessuch
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Figure7: Interbeatintenalsfrom onesubjectfor the K284 excerpt.
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Figure8: Inter-beatintenalsfrom onesubjectfor the K281 excerpt.



Excerpt Condition All | Performed
1 2 3 4 5 6

K331 35 - 59 43 68 56| 53 72
K284 17 68 26 22 44 27| 32 47
K281 18 29 28 22 31 25| 26 31
All 24 37 42 32 48 37| 37 50

Figure9: Standarddeviationsof inter-beatintervals (in ms), averagedacrosssubjects,
for excerptsmarked successfullyat the default metricallevel.
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Figure10: Comparisorby subjectof inter-beatintervalsfor the K331 excerpt.

astimbre, pitch andspatiallocation.

Thenext setof graphsshawv thatevenwithout hearinga musicalperformanceit is
possibleto seepatternsn thetiming of noteonsetsandinfer regularitiescorresponding
to the beat. It wasnoticeablefrom the resultsthat by disablingaudiofeedbackthere
is morevariationin the choiceof metricallevel. Figures13 and14 shov successfully
markedexcerptsfor conditions2 and5 respectiely. Particularlyin thelattercaseit can
beseenhatwithoutaudiofeedbacksubjectsionot performnearlyasmuchsmoothing
of thebeat(comparewith figure 10).

Finally, we compareghepresentationf visualfeedbackn audioandMIDI formats.
Clearly the MIDI (pianoroll) format provides more high-level informationthanthe
audio (amplitudeervelope)format. For somesubjectghis madea large differencein
theway they performedbeattracking(figure 15), whereador others,jt madeverylittle
differenceat all (figure 16). This may berelatedto the familiarity of the subjectsawith
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Figurell: Beattimesrelative to performednotes.Differencesaremostlyunders50ms,
with somesubjectdagging,othersleadingthe beat.
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Figure 12: Beattimesrelative to performednotesfor a testwith no visual feedback.

Subjectsappearto be betterat estimatingthe tempothanaligning the beatswith per
formednotes.
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Figurel3: A beatcanbefoundfrom justavisualpatternof onsettimes.

0.75

0.7

0.65

o
)

o
0
3

Inter-Beat Interval (s)

0.5

0.45

0.4
0

K331-1-1-a: IBI by subjects for condition deaf+midi

xh

bb
cs
SF

2 4 6 8 10 12 14
Time (s)

Figurel4: Marking beatson pianoroll notationwith no audiofeedbackWithoutaudio
feedbackthereis muchlesssmoothingof the beat.
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Figure 15: The differencebetweentwo typesof visual feedback(pianoroll notation
andamplitudeervelope)for onesubject. The pianoroll notationassistdhe subjectin
following localtempochanges.

this type of data,which variedgreatly

5 Conclusions

Althoughthis experimentis only a pilot study a numberof obsenationscanbe made
from this experimentaboutthe perceptionof beatand the beatlabelling interface.
Firstly, evenin the extremeconditionswithout visual or audiofeedbackit is possi-
ble to find regularitiescorrespondingo the notatedmusicalbeat,althoughthis task
becomesnoredifficult asfeedbacks reduced.

Secondlysubjectsappeatto prefera beatthatis smootheithanthe onsettimesof
the performedon-beatotes. This is in agreementvith a recentlisteningtestwith ar
tificially generatedeatsequenceasingthe samemusicalexcerpts(Cambouropoulos
etal., 2001). In almostall casesthe beatsequenceseresmoother(asmeasuredy
standardieviation of inter-beatintervals) thanthe performednotes but the amountof
smoothingvariedgreatlywith thefeedbackprovidedby the userinterface.Whenusers
had explicit accesdo note onsettimes, the beattimeswere chosenmostly to corre-
spondto thesetimes,but without this information,the beattimesreflectedmoreof an
averagethananinstantaneoutempo.

No numericalanalysisof significancehasbeenperformedwith this datayet; it is
plannedfirst to extendthe studyto a larger setof subjectsand then perform further
analysis. Furtherwork is alsorequiredto assesshe utility of the graphicalinterface
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Figure16: This subjectdoesnot seemto beinfluencedby the differencebetweenwo
typesof visualfeedback'comparewith previousfigure).

for performingbeatextraction,particularlyfrom audiodata. It is not yet clearto what
extent this tool could be usedin expressive performanceaesearchthatis, whetherit
providessufiicient precisionto capturethe featuresof interestin a performance.
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