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ABSTRACT

Advances in content-based multimedia analysis, recommender
systems and Web-based social platforms for content and
metadata sharing provide opportunities to create novel ap-
plications for music education. In this paper we describe a
framework for intelligent music tutoring systems, through
the combined use of content and context-based approaches.
First, we investigate traditional computer-assisted music ed-
ucation applications, and review music information retrieval
and Web technologies relevant to social media retrieval and
music education. We discuss semantic aspects of these tech-
nologies and the use of ontologies as common grounds for
structuring heterogeneous information available on the Web
and from machine analyses. The importance of multimodal-
ity in music education tools is highlighted before we discuss
how the reviewed technologies and information resources
may be combined in interactive tools for music learning, for
instance, a tool for searching the Web for guitar tablatures
and YouTube video tutorials.

Categories and Subject Descriptors

H.5.5 [Sound and Music Computing]: [Signal analysis,
synthesis, and processing, Modeling]; H.3.3 [Information
Search and Retrieval]: [Retrieval models]; J.5 [Computer
Applications]: Arts and Humanities—Music

1. INTRODUCTION

Although there have been numerous applications of com-
puters for music education [3], the recent explosion of dig-
ital media collections, resources, analysis and classification
technologies offer the potential to revolutionise the data re-
trieval and instructional strategies on which they are drawn.
Online education (so-called e-learning) is a burgeoning area
in remote education with high economic implications and
promises to attract and benefit a wide audience. This pa-
per aims to show how social media retrieval (SMR) can fos-
ter the development of intelligent music tutoring systems
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(IMTS) for music learners, through the combined use of con-
tent and context-based media analysis. The application of
digital music technology in music education is an important
topic of theory research in the field of music teaching [14].
Indeed, with the rapid growth and development of informa-
tion and communication technologies (ICT), there is a need
to investigate whether ICT can be efficiently integrated into
instruction and learning processes. Results of a recent study
[12] showed that IT-assisted music teaching can improve mu-
sic teaching quality. With the popularity of Web platforms
such as YouTube revolutionising the way to consume, create
and share music tracks and video clips [4], as well as online
streaming services like Last.fm, it is expected that e-learning
will incorporate more multimedia-based learning tools tar-
geted for the average user, rather than learning tools for tra-
ditional educational institutions [8]. Figure 1 presents the
proposed framework for an e-learning music education ser-
vice relying on social media retrieval and the “triple synergy
paradigm” (content/metadata, user/user and user/content
interactions) [10]. IMTS relying on social media retrieval
could hence benefit from social relations and interactions
between music learners. For instance, students having simi-
lar musical taste or similar skill-level may learn from a same
set of songs. Therefore the combination of social and hybrid
recommendation technologies with educational tools could
bring significant advances in this emerging field.

2. CONTENT-BASED ANALYSIS

High-level semantic features, closely corresponding to mu-
sically meaningful concepts (e.g. notes, rhythm, tempi, keys,
chords or structural segments) may be extracted either auto-
matically or semi-automatically relying on content analysis,
potentially fused with crowd-sourced metadata available on
the Web. Content-based audio analysis aims at extracting
information from signals, a requisite for creating interactive
educational tools for music learning [1], [9]. Ethnographic
observations of musicologists have shown that content-based
analysis and visualisations helped the understanding of sub-
tle performance practices, which could not be reached by
only relying on closed listening [2]. Figure 2 shows how so-
cial data, content-based analysis and expert knowledge can
be combined to recommend music adapted to user skills.
To build adaptive song recommendation systems for music
learning, digital music sheets and tabs are also interesting
resources since information to classify songs according to
musical concepts that are useful in a learning curriculum
context (e.g. harmony, melodic line, rhythmic patterns) can
potentially be inferred from them.
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Figure 1: Example of e-learning music education service based on the “triple synergy paradigm” [10].

3. ASPECTS OF SEMANTICS

Prevailing machine learning tools provide good solutions
to particular problems, however they do not easily allow
us to close the semantic gap between features and com-
putational models on one hand, and musicological descrip-
tors or human music perception on the other. While cog-
nitive modelling, the use of contextual metadata, and the
use of high-level reasoning are promising future directions
[19], some common agreement in how knowledge and in-
formation are represented is requisite for deploying com-
plex systems [5]. The linked open data movement aims
at making data freely available on the Web, which can be
used in music recommendation and learning. The published
data sources cover a wide range of topics: from music (Mu-
sicbrainz, Magnatune and Jamendo) to encyclopedic infor-
mation or bibliographic information (Wikibooks, DBLP bib-
liography). These datasets are published in a way that fol-
lows common data modelling principles and technologies.
Semantic Web ontologies provide the foundations for com-
bining heterogeneous data sources in the linked data cloud,
as well as a promising way of representing knowledge and
information in a uniform and interoperable way in com-
plex systems. The Music Ontology [15] serves as a highly
adopted base ontology for the music domain. It provides
fundamental concepts and relationships within well-defined
boundaries, while these fundamental concepts are used as
basis for richer knowledge representations provided in do-
main specific extensions. The core of the Music Ontology
can be used to describe the music production workflow (e.g.
the process of composition, performance and recording), and
allows to make social links at each level. The second impor-
tant aspect is its extensibility: several sub-ontologies were
produced for describing music similarity [11], audio analysis
algorithms and their output features [7], musicological data
such as chord progressions, keys or musical temperament,
musical instruments [13] and an ontology of music produc-
tion in the studio [6]. An ontology that allows collaborative
annotation of music performances, grounded on the Music
Ontology, is presented in [17].

4. MULTIMODALITY

Multimodality has shown to facilitate the negotiation of

musical concepts between teachers and students in the con-
text of music lessons [18], and to provide an increased access
to meaning by combining several types of feedback while lis-
tening (aural, visual, textual, etc.) in the context of mu-
sicological research [2]. In [16], combining audio and video
feedback and hand motion analysis is proposed to provide
piano performers with extensive information about the phys-
iology of music performance. The authors demonstrate that
such multimodal feedback can be helpful in identifying and
correcting technical problems and resolving repetitive stress
injuries in pianists. We suggest that intelligent tutoring sys-
tems relying on social media retrieval should be multimodal
with several types of feedback combining e.g. audio, video,
and textual/symbolic streams.

5. CASE STUDY

Hotttabs, a multimedia guitar tutor detailed in [1] inte-
grates several of the functionalities described throughout
this article in a client-server architecture. The client pro-
vides a Web interface to perform the following actions: i)
retrieve popular song recommendations, i) retrieve a list of
YouTube model performance videos, and three sets of guitar
tabs clustered by complexity (easy, medium, and difficult)
for a selected song, i) view video tutorials synchronised
with automatically extracted chords, 7v) follow a link to a
tab, as one would do using a search engine. Hotttabs relies
on a multimodal approach. It uses crowd-sourced tablatures
mined from the Web using its built in search engine and tab
format parser, popular song recommendations provided by
The Echo Nest, video tutorials accessed via the YouTube
application programming interface (API), and chord visu-
alisations extracted automatically from user generated con-
tent. For instance, it is possible to choose guitar tabs and
model videos that are most appropriate for the users’ skill
level. This choice is facilitated by the automatic chord ex-
traction process. Song selection is made easier using popular
song recommendation, while the choice of songs is not lim-
ited to a predefined catalogue, thanks to the large number
of tabs and tutorials created and published by the commu-
nity. Hotttabs integrates several data sources by aggregating
and internally correlating information in a process whereby
the Music Ontology provides the common ground. However,
due to the lack of machine-processable information in many
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Figure 2: Adaptive music learning framework based on social media retrieval and user skills modeling.

social sites (of which guitar tab sharing sites are prime exam-
ples) and the disharmonious nature of Web APIs as well as
their underlying data models that are commonly defined in
an ad-hoc manner, building educational applications using
social media retrieval still presents a very significant chal-
lenge. This process could be made easier, if social media
sites were following the principles advocated by the Linked
Data community, and proprietary Web APIs were replaced
by dynamic query interfaces grounded in shared ontology-
based schemata.

6. CONCLUSIONS

In this paper we introduced a new framework for intelli-
gent music education systems relying on social media re-
trieval and music recommendation, and presented a first
application for guitar learning. Further research is needed
to find out how to model user skills to make meaningful
recommendation for learning. Automated ways of provid-
ing cognitive feedback based on the results of performance
practice analysis using content-based methods is an addi-
tional promising topic of research. Although successful com-
puter applications can already be demonstrated using cur-
rent technologies, we acknowledge the importance of the
social aspects of music-making and agree that computer-
assisted music education needs to be complemented by face-
to-face interactions with other musicians and/or teachers.
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